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Preface 

This is the first volume of a two-volume textbook’ which evolved from a 
course (Mathematics 160) offered at the California Institute of Technology 
during the last 25 years. It provides an introduction to analytic number 
theory suitable for undergraduates with some background in advanced 
calculus, but with no previous knowledge of number theory. Actually, a 
great deal of the book requires no calculus at all and could profitably be 
studied by sophisticated high school students. 

Number theory is such a vast and rich field that a one-year course cannot 
do justice to all its parts. The choice of topics included here is intended to 
provide some variety and some depth. Problems which have fascinated 
generations of professional and amateur mathematicians are discussed 
together with some of the techniques for sc!ving them. 

One of the goals of this course has been to nurture the intrinsic interest 
that many young mathematics students seem to have in number theory and 
to open some doors for them to the current periodical literature. It has been 
gratifying to note that many of the students who have taken this course 
during the past 25 years have become professional mathematicians, and some 
have made notable contributions of their own to number theory. To all of 
them this book is dedicated. 

’ The second volume is scheduled to appear in the Springer-Verlag Series Graduate Texts in 
Mathematics under the title Modular Functions and Dirichlet Series in Number Theory. 
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Historical Introduction 

The theory of numbers is that branch of mathematics which deals with 
properties of the whole numbers, 

1, 2, 3, 4, 5, . . . 

also called the counting numbers, or positive integers. 
The positive integers are undoubtedly man’s first mathematical creation. 

It is hardly possible to imagine human beings without the ability to count, 
at least within a limited range. Historical record shows that as early as 
5700 BC the ancient Sumerians kept a calendar, so they must have developed 
some form of arithmetic. 

By 2500 BC the Sumerians had developed a number system using 60 as a 
base. This was passed on to the Babylonians, who became highly skilled 
calculators. Babylonian clay tablets containing elaborate mathematical 
tables have been found, dating back to 2000 BC. 

When ancient civilizations reached a level which provided leisure time 
to ponder about things, some people began to speculate about the nature and 
properties of numbers. This curiosity developed into a sort of number- 
mysticism or numerology, and even today numbers such as 3, 7, 11, and 13 
are considered omens of good or bad luck. 

Numbers were used for keeping records and for commercial transactions 
for over 5000 years before anyone thought of studying numbers themselves 
in a systematic way. The first scientific approach to the study of integers, 
that is, the true origin of the theory of numbers, is generally attributed to the 
Greeks. Around 600 BC Pythagoras and his disciples made rather thorough 
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Historical introduction 

studies of the integers. They were the first to classify integers in various ways: 

Even numbers: 2,4,6, 8, 10, 12, 14, 16,. . . 
Odd numbers : 1, 3, 5, 7,9, 11, 13, 15,.. . 
Prime numbers: 2, 3, 5, 7, 11, 13, 17, 19, 23, 29, 31, 37, 41, 43,47, 53, 59, 61, 

67, 71, 73, 79, ‘83, 89, 97, . . . 
Composite numbers: 4, 6, 8, 9, 10, 12, 14, 15, 16, 18, 20,. . . 

A prime number is a number greater than 1 whose only divisors are 1 and 
the number itself. Numbers that are not prime are called composite, except 
that the number 1 is considered neither prime nor composite. 

The Pythagoreans also linked numbers with geometry. They introduced 
the idea of polygonal numbers: triangular numbers, square numbers, pen- 
tagonal numbers, etc. The reason for this geometrical nomenclature is 
clear when the numbers are represented by dots arranged in the form of 
triangles, squares, pentagons, etc., as shown in Figure 1.1. 

Triangular: 

. A I 3 

Square: 

. a 

I 4 

Pentagonal: 

A 
6 IO 15 21 28 

5 FiTI 
9 16 

l3l 
25 36 49 

. .vQQ 
I 5 12 22 35 51 70 

Figure I.1 

Another link with geometry came from the famous Theorem of Pythagoras 
which states that in any right triangle the square of the length of the hy- 
potenuse is the sum of the squares of the lengths of the two legs (see Figure 1.2). . 
The Pythagoreans were interested in right triangles whose sides are integers, 
as in Figure 1.3. Such triangles are now called Pythagorean triangles. The 
corresponding triple of numbers (x, y, z) representing the lengths of the sides 
is called a Pythagorean triple. 
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Historical introduction 

Figure I.2 

A Babylonian tablet has been found, dating from about 1700 Be, which 
contains an extensive list of Pythagorean triples, some of the numbers being 
quite large. The Pythagoreans were the first to give a method for determining 
infinitely many triples. In modern notation it can be described as follows: 
Let n be any odd number greater than 1, and let 

x = n, y = $(n’ - l), z = &n’ + 1). 

The resulting triple (x, y, z) will always be a Pythagorean triple with z = y 
+ 1. Here are some examples: 

X 3 5 7 9 11 13 15 17 19 

Y 4 12 24 40 60 84 112 144 180 

Z 5 13 25 41 61 85 113 145 181 

There are other Pythagorean triples besides these; for example: 

X 8 12 16 20 

y 15 35 63 99 

z 17 37 65 101 

In these examples we have z = y + 2. Plato (430-349 BC) found a method for 
determining all these triples; in modern notation they are given by the 
formulas 

x = 4n, y = 4n2 - 1, z = 4n2 + 1. 

Around 300 BC an important event occurred in the history of mathematics. 
The appearance of Euclid’s Elements, a collection of 13 books, transformed 
mathematics from numerology into a deductive science. Euclid was the 
first to present mathematical facts along with rigorous proofs of these facts. 

/) 32+42=52 5b’22=132 

4 12 

Figure I.3 



Historical introduction 

Three of the thirteen books were devoted to the theory of numbers (Books VII, 
IX, and X). In Book IX Euclid proved that there are infinitely many primes. 
His proof is still taught in the classroom today. In Book X he gave a method 
for obtaining all Pythagorean t.riples although he gave no proof that his 
method did, indeed, give them all. The method can be summarized by the 
formulas 

x = t(a2 - b2), y = 2tab, 2 = t(a2 + by, 

where t, a, and b, are arbitrary positive integers such that a > b, a and b have 
no prime factors in common, and one of a or b is odd, the other even. 

Euclid also made an important contribution to another problem posed 
by the Pythagoreans-that of finding all perfect numbers. The number 6 
was called a perfect number because 6 = 1 + 2 + 3, the sum of all its proper 
divisors (that is, the sum of all ldivisors less than 6). Another example of a 
perfect number is 28 because 28 = 1 + 2 + 4 + 7 + 14, and 1, 2, 4, 7, and 
14 are the divisors of 28 less than 28. The Greeks referred to the proper 
divisors of a number as its “parts.” They called 6 and 28 perfect numbers 
because in each case the number is equal to the sum of all its parts. 

In Book IX, Euclid found all even perfect numbers. He proved that an 
even number is perfect if it has the form 

2:p-l(2p - l), 

where both p and 2p - 1 are primes. 
Two thousand years later, Euler proved the converse of Euclid’s theorem. 

That is, every even perfect number must be of Euclid’s type. For example, for 
6 and 28 we have 

6 = 2*-‘(2* - 1) = 2. :; and 28 = 23-‘(23 - 1) = 4.7. 

The first five even perfect numbers are 

6,28,496,8128 and 33,550,336. 

Perfect numbers are very rare indeed. At the present time (1975) only 24 
perfect numbers are known. ThLey correspond to the following values of p 
in Euclid’s formula: 

2, 3, 5, 7, 13, 17, 19, 31, 61, 89, 107, 127, 521, 607, 1279, 2203, 2281, 
3217, 4253,4423,9689,9941, 11,213, 19,937. 

Numbers of the form 2p - 1:. where p is prime, are now called Mersenne 
numbers and are denoted by M, in honor of Mersenne, who studied them in 
1644. It is known that M, is prime for the 24 primes listed above and corn’- 
posite for all other values of p 51 257, except possibly for 

p = 157, :167,193, 199,227,229; 

for these it is not yet known whether M, is prime or composite. 
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No odd perfect numbers are known; it is not even known if any exist. 
But if any do exist they must be very large; in fact, greater than 105’ (see 
Hagis [29]). 

We turn now to a brief description of the history of the theory of numbers 
since Euclid’s time. 

After Euclid in 300 BC no significant advances were made in number 
theory until about AD 250 when another Greek mathematician, Diophantus 
of Alexandria, published 13 books, six of which have been preserved. This 
was the first Greek work to make systematic use of algebraic symbols. 
Although his algebraic notation seems awkward by present-day standards, 
Diophantus was able to solve certain algebraic equations involving two or 
three unknowns. Many of his problems originated from number theory and it 
was natural for him to seek integer solutions of equations. Equations to be 
solved with integer values of the unknowns are now called Diophantine 
equations, and the study of such equations is known as Diophantine analysis. 
The equation x2 + y ’ - - z 2 for Pythagorean triples is an example of a 
Diophantine equation. 

After Diophantus, not much progress was made in the theory of numbers 
until the seventeenth century, although there is some evidence that the 
subject began to flourish in the Far East-especially in India-in the period 
between AD 500 and AD 1200. 

In the seventeenth century the subject was revived in Western Europe, 
largely through the efforts of a remarkable French mathematician, Pierre de 
Fermat (1601-1665), who is generally acknowledged to be the father of 
modern number theory. Fermat derived much of his inspiration from the 
works of Diophantus. He was the first to discover really deep properties of 
the integers. For example, Fermat proved the following surprising theorems: 

Every integer is either a triangular number or a sum of 2 or 3 triangular 
numbers; every integer is either a square or a sum of 2, 3, or 4 squares; every 
integer is either a pentagonal number or the sum of 2, 3, 4, or 5 pentagonal 
numbers, and so on. 

Fermat also discovered that every prime number of the form 4n + 1 
such as 5,13,17,29,37,41, etc., is a sum of two squares. For example, 

5 = 12 + 22, 13 = 22 + 32, 17 = l2 + 42, 29 = 22 + 52, 
37 = l2 + 62, 41 = 42 + 52. 

Shortly after Fermat’s time, the names of Euler (1707-1783), Lagrange 
(1736-1813), Legendre (1752-1833), Gauss (1777-1855), and Dirichlet 
(1805-1859) became prominent in the further development of the subject. 
The first textbook in number theory was published by Legendre in 1798. 
Three years later Gauss published Disquisitiones Arithmeticae, a book which 
transformed the subject into a systematic and beautiful science. Although he 
made a wealth of contributions to other branches of mathematics, as well 
as to other sciences, Gauss himself considered his book on number theory 
to be his greatest work. 
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Historical introduction 

In the last hundred years or so since Gauss’s time there has been an 
intensive development of the subject in many different directions. It would be 
impossible to give in a few pages a fair cross-section of the types of problems 
that are studied in the theory of numbers. The field is vast and some parts 
require a profound knowledge of higher mathematics. Nevertheless, there 
are many problems in number ,theory which are very easy to state. Some of 
these deal with prime numbers,, and we devote the rest of this introduction 
to such problems. 

The primes less than 100 have been listed above. A table listing all primes 
less than 10 million was published in 1914 by an American mathematician, 
D. N. Lehmer [43]. There are exactly 664,579 primes less than 10 million, 
or about 6$“/;. More recently D. H. Lehmer (the son of D. N. Lehmer) 
calculated the total number of Iprimes less than 10 billion; there are exactly 
455052,512 such primes, or about 4+x, although all these primes are not 
known individually (see Lehmer [41]). 

A close examination of a table of primes reveals that they are distributed 
in a very irregular fashion. The tables show long gaps between primes. For 
example, the prime 370,261 is followed by 111 composite numbers. There are 
no primes between 20,831,323 and 20,831,533. It is easy to prove that arbitrar- 
ily large gaps between prime numbers must eventually occur. 

On the other hand, the tables indicate that consecutive primes, such as 
3 and 5, or 101 and 103, keep recurring. Such pairs of primes which differ 
only by 2 are known as twin primes. There are over 1000 such pairs below 
100,000 and over 8000 below l,OOO,OOO. The largest pair known to date 
(see Williams and Zarnke [76:]) is 76 . 3139 - 1 and 76. 3139 + 1. Many 
mathematicians think there are infinitely many such pairs, but no one has 
been able to prove this as yet. 

One of the reasons for this irregularity in distribution of primes is that no 
simple formula exists for producing all the primes. Some formulas do yield 
many primes. For example, the expression 

.x2 - x + 41 

gives a prime for x = 0, 1,2, . . . ,40, whereas 

X2 - 79x + 1601 

gives a prime for x = 0, 1, 2, . . , 79. However, no such simple formula can 
give a prime for all x, even if cubes and higher powers are used. In fact, in 
1752 Goldbach proved that no polynomial in x with integer coefficients can 
be prime for all x, or even for all sufficiently large x. 

Some polynomials represent infinitely many primes. For example, as 
x runs through the integers 0, 1, 2, 3, . . . , the linear polynomial 

2x + 1 
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gives all the odd numbers hence infinitely many primes. Also, each of the 
polynomials 

4x + 1 and 4x -t 3 

represents infinitely many primes. In a famous memoir [15] published in 
1837, Dirichlet proved that, if a and b are positive integers with no prime 
factor in common, the polynomial 

ax + b 

gives infinitely many primes as x runs through all the positive integers. 
This result is now known as Dirichlet’s theorem on the existence of primes 
in a given arithmetical progression. 

To prove this theorem, Dirichlet went outside the realm of integers and 
introduced tools of analysis such as limits and continuity. By so doing he 
laid the foundations for a new branch of mathematics called analytic number 
theory, in which ideas and methods of real and complex analysis are brought 
to bear on problems about the integers. 

It is not known if there is any quadratic polynomial ux2 + bx + c with 
a # 0 which represents infinitely many primes. However, Dirichlet [16] 
used his powerful analytic methods to prove that, if a, 2b, and c have no 
prime factor in common, the quadratic polynomial in two variables 

ax2 + 2bxy + cy2 

represents infinitely many primes as x and y run through the positive integers. 
Fermat thought that the formula 22” + 1 would always give a prime for 

n = 0, 1, 2, . . . These numbers are called Fermut numbers and are denoted 
by F,. The first five are 

F, = 3, F, 4 5, F2 = 17, F3 = 257 and F4 = 65,537, 

and they are all primes. However, in 1732 Euler found that F5 is composite; 
in fact, 

F, = 232 + 1 = (641)(6,700,417). 

These numbers are also of interest in plane geometry. Gauss proved that if 
F, is a prime, say F, = p, then a regular polygon of p sides can be con- 
structed with straightedge and compass. 

Beyond F,, no further Fermut primes have been found. In fact, for 5 I 
n < 16 each Fermat number F, is composite. Also, F, is known to be com- 
posite for the following further isolated values of n: 

n = 18,19,21,23,25,26,27,30,32,36,38,39,42,52,55,58,63,73,77, 
81,117, 125, 144, 150,207,226,228,260,267,268,284,316,452, 
and 1945. 

The greatest known Fermat composite, Flgd5, has more than 1O582 digits, a 
number larger than the number of letters in the Los Angeles and New York 
telephone directories combined (see Robinson [59] and Wrathall [77]). 
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It was mentioned earlier that there is no simple formula that gives all the 
primes. In this connection, we should mention a result discovered in 1947 
by an American mathematician, W. H. Mills [SO]. He proved that there is 
some number A, greater than 1 but not an integer, such that 

[A”“] is prime for all x = 1, 2, 3, . . . 

Here [A3”] means the greatest integer <A3=. Unfortunately, no one knows 
what A is equal to. 

The foregoing results illustrate the irregularity of the distribution of the 
prime numbers. However, by examining large blocks of primes one finds 
that their average distribution seems to be quite regular. Although there is 
no end to the primes, they become more widely spaced, on the average, as 
we go further and further in the table. The question of the diminishing 
frequency of primes was the subject of much speculation in the early nine- 
teenth century. To study this distribution, we consider a function, denoted 
by E(X), which counts the number of primes IX. Thus, 

z(x) = the number of primes p satisfying 2 I p I x. 

Here is a brief table of this function and its comparison with x/log x, where 
log x is the natural logarithm of x. 

I 

x 
44 ~ 

log x 

10 4 4.3 0.93 
102 25 21.7 1.15 
103 168 144.9 1.16 
104 1,229 1,086 1.11 
105 9,592 8,686 1.10 
106 78,498 72,464 1.08 
107 664,579 621,118 1.07 
108 5,761,455 5,434,780 1.06 
109 50,847,534 48,309,180 1.05 
10’0 455,052,512 434,294,482 1.048 

By examining a table like this for x I 106, Gauss [24] and Legendre [40] 
proposed independently that for large x the ratio 

44 - 
I 

X 

log x 

was nearly 1 and they conjectured that this ratio would approach 1 as x 
approaches co. Both Gauss and Legendre attempted to prove this statement 
but did not succeed. The problem of deciding the truth or falsehood of this 

8 



Historical introduction 

conjecture attracted the attention of eminent mathematicians for nearly 
100 years. 

In 1851 the Russian mathematician Chebyshev [9] made an important 
step forward by proving that if the ratio did tend to a limit, then this limit 
must be 1. However he was unable to prove that the ratio does tend to a 
limit. 

In 1859 Riemann [SS] attacked the problem with analytic methods, using 
a formula discovered by Euler in 1737 which relates the prime numbers to 
the function 

Us) = “El f 

for real s > 1. Riemann considered complex values of s and outlined an 
ingenious method for connecting the distribution of primes to properties 
of the function c(s). The mathematics needed to justify all the details of his 
method had not been fully developed and Riemann was unable to com- 
pletely settle the problem before his death in 1866. 

Thirty years later the necessary analytic tools were at hand and in 1896 
J. Hadamard [28] and C. J. de la VallCe Poussin [71] independently and 
almost simultaneously succeeded in proving that 

lim 
rc(x)log x 

x-m 
x = 1. 

This remarkable result is called the prime number theorem, and its proof was 
one of the crowning achievements of analytic number theory. 

In 1949, two contemporary mathematicians, Atle Selberg [62] and Paul 
Erdiis [19] caused a sensation in the mathematical world when they dis- 
covered an elementary proof of the prime number theorem. Their proof, 
though very intricate, makes no use of c(s) nor of complex function theory 
and in principle is accessible to anyone familiar with elementary calculus. 

One of the most famous problems concerning prime numbers is the 
so-called Goldbach conjecture. In 1742, Goldbach [26] wrote to Euler 
suggesting that every even number 2 4 is a sum of two primes. For example 

4=2+2, 6=3+3, 8=3+5, 
10=3+7=5+5, 12 = 5 + 7. 

This conjecture is undecided to this day, although’in recent years some 
progress has been made to indicate that it is probably true. Now why do 
mathematicians think it ifs probably true if they haven’t been able to prove it? 
First of all, the conjecture has been verified by actual computation for all 
even numbers less than 33 x 106. It has been found that every even number 
greater than 6 and less than 33 x lo6 is, in fact, not only the sum of two odd 
primes but the sum of two distinct odd primes (see Shen [66]). But in number 
theory verification of a few thousand cases is not enough evidence to con- 
vince mathematicians that something is probably true. For example, all the 
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odd primes fall into two categories, those of the form 4n + 1 and those of the 
form 4n + 3. Let x1(x) denote all the primes IX that are of the form 4n + 1, 
and let rc3(x) denote the number that are of the form 4n + 3. It is known that 
there are infinitely many primes of both types. By computation it was found 
that rcl(x) I rc3(x) for all x < 26,861. But in 1957, J. Leech [39] found that 
for x = 26,861 we have x1(x) = 1473 and rr3(x) = 1472, so the inequality 
was reversed. In 1914, Littlewood [49] proved that this inequality reverses 
back and forth infinitely often. That is, there are infinitely many x for which 
rcr(x) < ns(x) and also infinitely many x for which r~(x) < rcr(x). Con- 
jectures about prime numbers can be erroneous even if they are verified by 
computation in thousands of cases. 

Therefore, the fact that Goldbach’s conjecture has been verified for all 
even numbers less than 33 x lo6 is only a tiny bit of evidence in its favor. 

Another way that mathematicians collect evidence about the truth of 
a particular conjecture is by proving other theorems which are somewhat 
similar to the conjecture. For example, in 1930 the Russian mathematician 
Schnirelmann [61] proved that there is a number M such that every number 
n from some point on is a sum of M or fewer primes: 

n = p1 + p2 + . . . + pp,j (for sufficiently large n). 

If we knew that M were equal to 2 for all even n, this would prove Goldbach’s 
conjecture for all sufficiently large n. In 1956 the Chinese mathematician 
Yin Wen-Lin [78] proved that M I 18. That is, every number n from some 
point on is a sum of 18 or fewer primes. Schnirelmann’s result is considered a 
giant step toward a proof of Goldbach’s conjecture. It was the first real 
progress made on this problem in nearly 200 years. 

A much closer approach to a solution of Goldbach’s problem was made 
in 1937 by another Russian mathematician, I. M. Vinogradov [73], who 
proved that from some point on every odd number is the sum of three primes: 

n = Pl + P2 + P3 (n odd, n sufficiently large). 

In fact, this is true for all odd n greater than 33’5 (see Borodzkin [S]). To date, 
this is the strongest piece of evidence in favor of Goldbach’s conjecture. For 
one thing, it is easy to prove that Vinogradov’s theorem is a consequence of 
Goldbach’s statement. That is, if Goldbach’s conjecture is true, then it is 
easy to deduce Vinogradov’s statement. The big achievement of Vinogradov 
was that he was able to prove his result without using Goldbach’s statement. 
Unfortunately, no one has been able to work it the other way around and 
prove Goldbach’s statement from Vinogradov’s. 

Another piece of evidence in favor of Goldbach’s conjecture was found 
in 1948 by the Hungarian mathematician RCnyi [57] who proved that there 
is a number M such that every sufficiently large even number n can be 
written as a prime plus another number which has no more than M prime 
factors : 

n=p+A 

10 
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where A has no more than M prime factors (n even, n sufficiently large). 
If we knew that M = 1 then Goldbach’s conjecture would be true for all 
sufficiently large n. In 1965 A. A. Buhstab [6] and A. I. Vinogradov [72] 
proved that M I 3, and in 1966 Chen Jing-run [lo] proved that M s 2. 

We conclude this introduction with a brief mention of some outstanding 
unsolved problems concerning prime numbers. 

1. (Goldbach’s problem). Is there an even number >2 which is not the 
sum of two primes? 

2. Is there an even number > 2 which is not the difference of two primes? 
3. Are there infinitely many twin primes? 
4. Are there infinitely many Mersenne primes, that is, primes of the form 

2p - 1 where p is prime? 
5. Are there infinitely many composite Mersenne numbers? 
6. Are there infinitely many Fermat primes, that is, primes of the form 

22” + l? 
7. Are there infinitely many composite Fermat numbers? 
8. Are there infinitely many primes of the form x2 + 1, where x is an integer? 

(It is known that there are infinitely many of the form x2 + y2, and of the 
form x2 + y2 + 1, and of the form x2 + y2 + z2 + 1). 

9. Are there infinitely many primes of the form x2 + k, (k given)? 
10. Does there always exist at least one prime between n2 and (n + 1)2 for 

every integer n 2 l? 
11. Does there always exist at least one prime between n2 and n2 + n for 

every integer n > l? 
12. Are there infinitely many primes whose digits (in base 10) are all ones? 

(Here are two examples: 11 and 11,111,111,111,111,111,111,111.) 

The professional mathematician is attracted to number theory because 
of the way all the weapons of modern mathematics can be brought to bear on 
its problems. As a matter of fact, many important branches of mathematics 
had their origin in number theory. For example, the early attempts to prove 
the prime number theorem stimulated the development of the theory of 
functions of a complex variable, especially the theory of entire functions. 
Attempts to prove that the Diophantine equation x” + y” = z” has no 
nontrivial solution if n 2 3 (Fermat’s conjecture) led to the development of 
algebraic number theory, one of the most active areas of modern mathe- 
matical research. Even though Fermat’s conjecture is still undecided, this 
seems unimportant by comparison to the vast amount of valuable mathe- 
matics that has been created as a result of work on this conjecture. Another 
example is the theory of partitions which has been an important factor in the 
development of combinatorial analysis and in the study of modular functions. 

There are hundreds of unsolved problems in number theory. New 
problems arise more rapidly than the old ones are solved, and many of the 
old ones have remained unsolved for centuries. As the mathematician 
Sierpinski once said, “. . . the progress of our knowledge of numbers is 
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advanced not only by what we already know about them, but also by realizing 
what we yet do not know about them.” 

Note. Every serious student of number theory should become acquainted 
with Dickson’s three-volume History of the Theory of Numbers [13], and 
LeVeque’s six-volume Reviews in Number Theory [45]. Dickson’s History 
gives an encyclopedic account of the entire literature of number theory up 
until 1918. LeVeque’s volumes reproduce all the reviews in Volumes l-44 of 
Mathematical Reoiews (1940-1972) which bear directly on questions com- 
monly regarded as part of number theory. These two valuable collections 
provide a history of virtually all important discoveries in number theory from 
antiquity until 1972. 
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The Fundamental Theorem of 
Arithmetic 1 

1.1 Introduction 
This chapter introduces basic concepts of elementary number theory such 
as divisibility, greatest common divisor, and prime and composite numbers. 
The principal results are Theorem 1.2, which establishes the existence of 
the greatest common divisor of any two integers, and Theorem 1.10 (the 
fundamental theorem of arithmetic), which shows that every integer greater 
than 1 can be represented as a product of prime factors in only one way 
(apart from the order of the factors). Many of the proofs make use of the 
following property of integers. 

The principle of induction Zf Q is a set of integers such that 

(4 1 E Q, 
(b) n E Q implies n + 1 E Q, 

then 

(c) all integers 2 1 belong to Q. 

There are, of course, alternate formulations of this principle. For example, 
in statement (a), the integer 1 can be replaced by any integer k, provided that 
the inequality 2 1 is replaced by 2 k in (c). Also, (b) can be replaced by the 
statement 1,2, 3, . . . , n E Q implies (n + 1) E Q. 

We assume that the reader is familiar with this principle and its use in 
proving theorems by induction. We also assume familiarity with the following 
principle, which is logically equivalent to the principle of induction. 

The well-ordering principle Zf A is a nonempty set of positive integers, then A 
contains a smallest member. 
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1: The fundamental theorem of arithmetic 

Again, this principle has equivalent formulations. For example, “positive 
integers” can be replaced by “integers 2 k for some k.” 

1.2 Divisibility 

Notation In this chapter, small latin letters a, b, c, d, n, etc., denote integers; 
they can be positive, negative, or zero. 

Definition of divisibility We say d divides n and we write d 1 n whenever n = cd 
for some c. We also say that n is a multiple of d, that d is a divisor of n, 
or that d is a factor of n. If d does not divide n we write d ,+ n. 

Divisibility establishes a relation between any two integers with the 
following elementary properties whose proofs we leave as exercises for the 
reader. (Unless otherwise indicated, the letters a, b, d, m, n in Theorem 1.1 
represent arbitrary integers.) 

Theorem 1.1 Divisibility has the following properties: 

(4 nln 
(b) din and nlm implies dim 
(c) d I n and d I m implies d I (an + bm) 
(d) d (n implies ad (an 
(e) ad I an and a # 0 implies d I n 
(f) 1 In 
k) nl0 
(h) 0) n implies n = 0 
(i) din and n # 0 implies IdI < InI 
(j) din and n/d implies JdJ = InI 
(k) d 1 n and d # 0 implies (n/d) In. 

(reflexive property) 
(transitive property) 
(linearity property) 
(multiplication property) 
(cancellation law) 
(1 divides every integer) 
(every integer divides zero) 
(zero divides only zero) 
(comparison property) 

Note. If d 1 n then n/d is called the divisor conjugate to d. 

1.3 Greatest common divisor 

If d divides two integers a and b, then d is called a common divisor of a and b. 
Thus, 1 is a common divisor of every pair of integers a and b. We prove now 
that every pair of integers a and b has a common divisor which can be ex- 
pressed as a linear combination of a and b. 

Theorem 1.2 Given any two integers a and b, there is a common divisor d of a 
and b of the form 

d = ax + by, 
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1.3 : Greatest common divisor 

where x and y are integers. Moreover, every common divisor of a and b 
divides this d. 

PROOF. First we assume that a 2 0 and b 2 0. We use induction on n, 
where n = a + b. If n = 0 then a = b = 0 and we can take d = 0 with 
x = y = 0. Assume, then, that the theorem has been proved for 0, 1,2, . . . , 
n - 1. By symmetry, we can assume a 2 b. If b = 0 tak.e d = a, x = 1, 
y = 0. If b 2 1 apply the theorem to a - b and b. Since (a - b) + b = 
a = n - b 5 n - 1, the induction assumption is applicable and there is a 
common divisor d of a - b and b of the form d = (a - !Y)X + by. This d 
also divides (a - b) + b = a so d is a common divisor of a and b and we 
have d = ax + (y - x)b, a linear combination of a and b. To complete the 
proof we need to show that every common divisor divides LL But a common 
divisor divides a and b and hence, by linearity, divides d. 

If a < 0 or b < 0 (or both), we can apply the result just proved to 1 a 1 and 
I b I. Then there is a common divisor d of I a 1 and I b I of the form 

d = lalx + IbJy. 

If a < 0, la(x = -ax = a(-~). Similarly, if b < 0, lbly = b(-y). Hence d 
is again a linear combination of a and b. m 

Theorem 1.3 Given integers a and 6, there is one and only one number d with 
the following properties: 

(a) d 2 0 (d is nonnegative) 
(b) dla and dlb (d is a common divisor of al and b) 
(c) eJu and elb implies eld (every common divisor divides d). , 

PROOF. By Theorem 1.2 there is at least one d satisfying conditions (b) and (c). 

Also, -d satisfies these conditions. But if d’ satisfies (b) and (c), then did’ 
and d’ld, so IdI = Id I. Hence there is exactly one d 2 0 satisfying (b) 
and (c). 0 

Note. In Theorem 1.3, d = 0 if, and only if, a = b = 0. Otherwise d 2 1. 

Definition The number d of Theorem 1.3 is called the greatest common 
divisor (gcd) of a and b and is denoted by (a, b) or by aDb. If (a, b) = 1 
then a and b are said to be relatively prime. 

The notation aDb arises from interpreting the gcd as an operation per- 
formed on a and b. However, the most common notation in use is (a, b) and 
this is the one we shall adopt, although in the next theorem we also use the 
notation aDb to emphasize the algebraic properties of the operation D. 
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1: The fundamental theorem of arithmetic 

Theorem 1.4 The gcd has the following properties: 

(4 (a, 4 = (h 4 
aDb = bDa (commutative law) 

04 (a, (b, 4) = ((a, b), 4 
aD(bDc) = (aDb)Dc (associative law) 

(c) (ac, bc) = I c I (a, b) 
(ca)D(cb) = I c I (aDb) (distributive law) 

(4 (a, 1) = (1, a) = 1, (a,O)=(O,a)=lal. 
aD1 = 1Da = 1, aD0 = ODa = [al. 

PROOF. We prove only (c). Proofs of the other statements are left as exercises 
for the reader. 

Let d = (a, b) and let e = (ac, bc). We wish to prove that e = I c 1 d. Write 
d = ax + by. Then we have 

(1) cd = acx + bcy. 

Therefore cd I e because cd divides both ac and bc. Also, Equation (1) shows 
that elcd because e)ac and elbc. Hence IeJ = Icdl, ore = Icld. @l 

Theorem 1.5 Euclid’s lemma. Zf a I bc and if (a, 6) = 1, then a I c. 

PROOF. Since(a, b) = 1 wecan write 1 = ax + by. Therefore c = acx + bc . 
But alacx and albcy, so ale. &I 

1.4 Prime numbers 
Definition An integer n is called prime if n > 1 and if the only positive 

divisors of n are 1 and n. If n > 1 and if n is not prime, then n is called 
composite. 

EXAMPLFS The prime numbers less than 100 are 2, 3, 5, 7, 11, 13, 17, 19,23, 
29, 31, 37,41,43,47, 53, 59, 61, 67, 71, 73, 79, 83, 89, and 97. 

Notation Prime numbers are usually denoted by p, p’, pi, q, q’, qi . 

Theorem 1.6 Every integer n > 1 is either a prime number or a product of 
prime numbers. 

PROOF. We use induction on n. The theorem is clearly true for n = 2. Assume 
it is true for every integer < n. Then if n is not prime it has a positive divisor 
d # 1,d # n.Hencen = cd,wherec # n.Butbothcanddare <nand >l 
so each of c, d is a product of prime numbers, hence so is n. 0 

Theorem 1.7 Euclid. There are infinitely many prime numbers. 
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EUCLID'S PROOF. Suppose there are only a finite number, say pi, pz , . . . , pn . 
Let N = 1 + pi p2 . . . pn. Now N > 1 so either N is prime or N is a product 
of primes. Of course N is not prime since it exceeds each pi. Moreover, 
no pi divides N (if pi 1 N then pi divides the difference N - pi p2 . . . pn = 1). 
This contradicts Theorem 1.6. Q 

Theorem 1.8 Zfa prime p does not divide a, then (p, a) = 1. 

PROOF. Let d = (p, a). Then dip so d = 1 or d = p. But dla so d # 
becausep ,j’ a. Hence d = 1. di 

Theorem 1.9 If a prime p divides ab, then p 1 a or p lb. More generally, if a 
primep divides a product a, ’ . ’ a,, , then p divides at least one of the factors. 

PROOF. Assumep 1 ab and thatp $ a. We shall prove thatp 1 b. By Theorem 1.8, 
(p, a) = 1 so, by Euclid’s lemma, p) b. 

To prove the more general statement we use induction on n, the number of 
factors. Details are left to the reader. fill 

1.5 The fundamental theorem of arithmetic 

Theorem 1.10 Fundamental theorem of arithmetic. Every integer n > 1 can 
be represented as a product of prime factors in only one way, apart from the 
order of the factors. 

PROOF. We use induction on n. The theorem is true for n = 2. Assume, then, 
that it is true for all integers greater than 1 and less than n. We shall prove 
it is also true for n. If n is prime there is nothing more to prove. Assume, then, 
that n is composite and that n has two factorizations, say 

(2) n = PIP~...P~ = qlq2...qt. 

We wish to show that s = t and that each p equals some q. Since pi divides 
the product qlq2 . . . q, it must divide at least one factor. Relabel ql, q2, . . . , q1 
so that pi jql. Then p1 = q1 since both p1 and q1 are primes. In (2) we may 
cancel p1 on both sides to obtain 

n/p1 = p2-.ps = q2-qt. 

Ifs > 1 or t > 1 then 1 < n/p, < n. The induction hypothesis tells us that 
the two factorizations of n/p, must be identical, apart from the order of the 
factors. Therefore s = t and the factorizations in (2) are also identical, apart 
from order. This completes the proof. sl 

Note. In the factorization of an integer n, a particular prime p may occur 
more than once. If the distinct prime factors of n are pl, . . . , p, and if pi 
occurs as a factor ai times, we can write 

n = pIal . . . plar 
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1: The fundamental theorem of arithmetic 

or, more briefly, 

n = lJppiai. 
i=l 

This is called the factorization of n into prime powers. We can also express 1 
in this form by taking each exponent ai to be 0. 

Theorem 1.11 If n = n{= 1 pti, the set of positive divisors of n is the set of 
numbers of the form ni=, piciy where 0 I ci I ai for i = 1,2, . . . , r. 

PROOF. Exercise. 

Note. If we label the primes in increasing order, thus: 

Pl = 2, P2 = 3, pj = 5, . , . . pn = the nth prime, 

every positive integer n (including 1) can be expressed in the form 

where now each exponent ai 2 0. The positive divisors of n are all numbers of 
the form 

where 0 I ci < ai. The products are, of course,jinite. 

Theorem 1.12 Zf two positive integers a and b have the factorizations 

i=l i=l 

then their gcd has the factorization 

(a, b) = n pifi 
i=l 

where each ci = min {ai, bi}, the smaller Of ai and bi. 

PROOF. Let d = ns 1 pit’. Since ci I ai and Ci I bi we have d 1 u and d 1 b SO d 
is a common divisor of a and b. Let e be any common divisor of a and b, and 
write e = n,Z 1 piei. Then ei I ai and ei I bi so ei I ci. Hence eld, so d is 
the gcd of a and b. 0 

1.6 The series of reciprocals of the primes 

Theorem 1.13 The infinite series I.“= 1 l/p, diverges. 

PROOF. The following short proof of this theorem is due to Clarkson [l 13. 
We assume the series converges and obtain a contradiction. If the series 
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converges there is an integer k such that 

Let Q = p1 .. . pk, and consider the numbers 1 + nQ for n = 1,2,. . . None 
of these is divisible by any of the primes pl, . . . , pk. Therefore, all the prime 
factors of 1 + nQ occur among the primes pk + 1, p,, + Z, . . . Therefore for each 
r 2 1 we have 

.-,&+l(m~+li$) i 

since the sum on the right includes among its terms all the terms on the left. 
But the right-hand side of this inequality is dominated by the convergent 
geometric series 

m 1’ 

4 t=1 5 . 

Therefore the series ~~=, l/(1 + nQ) has bounded partial sums and hence 
converges. But this is a contradiction because the integral test or the limit 
comparison test shows that this series diverges. 

m 
Note. The divergence of the series c l/p, was first proved in 1737 by 

Euler [20] who noted that it implies Euclid’s theorem on the existence of 
infinitely many primes. 

In a later chapter we shall obtain an asymptotic formula which shows 
that the partial sums ‘& 1 l/p, tend to infinity like log(log n). 

1.7 The Euclidean algorithm 

Theorem 1.12 provides a practical method for computing the gcd (a, b) when 
the prime-power factorizations of a and b are known. However, considerable 
calculation may be required to obtain these prime-power factorizations and 
it is desirable to have an alternative procedure that requires less computa- 
tion. There is a useful process, known as Euclid’s algorithm, which does not 
require the factorizations of a and b. This process is based on successive 
divisions and makes use of the following theorem. 

Theorem 1.14 The division algorithm. Given integers a and b with b > 0, there 
exists a unique pair qf integers q and r such that 

a = bq + r, with 0 I r -C b. 

Moreover, r = 0 if, and only if, b 1 a. 

Note. We say that q is the quotient and r the remainder obtained when b 
is divided into a. 
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1: The fundamental theorem of arithmetic 

PROOF. Let S be the set of nonnegative integers given by 

S = { y : y = a - bx, x is an integer, y 2 0). 

This is a nonempty set of nonnegative integers so it has a smallest member, 
say a - bq. Let r = a - bq. Then c1 = bq + r and r 2 0. Now we show that 
r < b. Assume r 2 b. Then 0 I r - b < r. But r - b E S since r - b = 
a - b(q + 1). Hence r - b is a member of S smaller than its smallest member, 
r. This contradiction shows that r < b. The pair q, r is unique, for if there were 
another such pair, say q’, r’, then bq + r = bq’ + r’ so b(q - q’) = r’ - r. 
Hence b j(r’ - r). If r’ - r # 0 this implies b 5 1 r - r’ 1, a contradiction. 
Therefore r’ = r and q’ = q. Finally, it is clear that r = 0 if, and only if, 
bja. 0 

Note. Although Theorem 1.14 is an existence theorem, its proof actually 
gives us a method for computing the quotient q and the remainder r. We 
subtract from a (or add to a) enough multiples of b until it is clear that we have 
obtained the smallest nonnegative number of the form a - bx. 

Theorem 1.15 The Euclidean algorithm. Given positive integers a and b, where 
b $a. Let rO = a, rl = b, and apply the division algorithm repeatedly to 
obtain a set of remainders r2, r3, . . . , r,, r, + 1 defined successively by the 
relations 

r. = rlql + r2, 
r1 = r2q2 + r3, 

0 -c r2 < rl, 
0 < r3 < r2, 

m-2 = r,-,q,-l + r,, 0 < r, < r,-l, 
r,- 1 = rnqn + r,+ 1, r n+l = 0. 

Then r,, the last nonzero remainder in this process, is (a, b), the gcd of a and b. 

PROOF. There is a stage at which r,, 1 = 0 because the ri are decreasing 
and nonnegative. The last relation, r,- 1 = rnqn shows that r,l r,- 1. The next 
to last shows that r,jr,-2. By induction we see that r, divides each ri. In 
particular r,(rI = b and r,l r. = a, so r, is a common divisor of a and b. 
Now let d be any common divisor of a and b. The definition of r2 shows that 
dlr2. The next relation shows that d I r3. By induction, d divides each ri SO 

d I r,. Hence r, is the required gtd. Cl 

1.8 The greatest common divisor of more 
than two numbers 

The greatest common divisor of three integers a, b, c is denoted by (a, b, c) and 
is defined by the relation 

(a, b, 4 = (a, (b, 4). 
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Exercises for Chapter 1 

By Theorem 1.4(b) we have (a, (b, c)) = ((a, b), c) so the gcd depends only on 
a, b, c and not on the order in which they are written. 

Similarly, the gcd of n integers a,, . . . , a, is defined inductively by the 
relation 

(4, . . ., 4 = h, (a,, . . . > 4). 

Again, this number is independent of the order in which the ui appear. 
If d = (Ui,. . . ) a,) it is easy to verify that d divides each of the Ui and that 

every common divisor divides d. Moreover, d is a linear combination of the 
a,. That is, there exist integers xi, . . . , x, such that 

(a,, . . ., a,) = UlXl + . . . + U”X,. 

If d = 1 the numbers are said to be relatively prime. For example, 2,3, and 10 
are relatively prime. 

If (ui, aj) = 1 whenever i # j the numbers a,, . . . , a, are said to be relatively 
prime in pairs. If ai, . . . , a, are relatively prime in pairs then (ai, . . , a,) = 1. 
However, the example (2, 3, 10) shows that the converse is not necessarily 
true. 

Exercises for Chapter 1 

In these exercises lower case latin letters a, b, c, . . . , x, y, z represent integers. 
Prove each of the statements in Exercises 1 through 6. 

1. If(a,b)= landifc(aanddlb,then(c,d)= 1. 

2. If (a, b) = (a, c) = 1, then (a, bc) = 1. 

3. If (a, b) = 1, then (a”, bk) = 1 for all n 2 1, k L 1 

4. If (a, b) = 1, then (a + b, a - b) is either 1 or 2. 

5. If (a, b) = 1, then (a + b, a2 - ab + b’) is either 1 or 3. 

6. If (a, b) = 1 and if dl(a + b), then (a, d) = (b, d) = 1 

7. A rational number a/b with (a, b) = 1 is called a reduced,fraction. If the sum of two 
reduced fractions is an integer, say (a/b) + (c/d) = n, prove that 1 b ( = (d ( . 

8. An integer is called squawfree if it is not divisible by the square of any prime. Prove 
that for every n L 1 there exist uniquely determined a > 0 and b > 0 such that 
n = a’b, where b is squarefree. 

9. For each of the following statements, either give a proof or exhibit a counter example. 
(a) IfbZ~nanda2~nandaZ I !?,thenalb. 
(b) If b* is the largest square divisor of n, then a* 1 n implies a 1 b. 

10. Given x and y, let m = ax + by, n = cx + dy, where ad - bc = f 1. Prove that 

Cm, 4 = lx, y). 

11. Prove that n4 + 4 is composite if n > 1. 
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1: The fundamental theorem of arithmetic 

In Exercises 12, 13, and 14, a, b, c, m, n denote positive integers. 

12. For each of the following statements either give a proof or exhibit a counter example. 

(a) Ifa”Ib”thenaIb. 
(b) If n” 1 mm then n 1 m. 
(c) Ifa”126” and n > 1, then alb. 

13. If (a, b) = 1 and (a/b)” = n, prove that b = 1. 
(b) If n is not the mth power of a positive integer, prove that nil”’ is irrational. 

14. If (a, b) = 1 and ab = c”, prove that a = x” and b = y” for some x and y. [Hint: 
Consider d = (a, c).] 

15. Prove that every n 2 12 is the sum of two composite numbers. 

16. Prove that if 2” - 1 is prime, then n is prime. 

17. Prove that if 2” + 1 is prime, then n is a power of 2. 

18. If m # n compute the gcd (a2” + 1,a2”+ 1)intermsofa.[Hint:LetA,=a2”+ 1 
and show that A,I(A, - 2) if m > n.] 

19. The Fibonucci sequence 1, 1,2,3,&g 13,21,34, . is defined by the recursion formula 
a ,,+i = a, + an-i, with a, = a2 = 1. Prove that ((I,, a,,,) = 1 for each n. 

20. Let d = (826, 1890). Use the Euclidean algorithm to compute d, then express d as a 
linear combination of 826 and 1890. 

21. The least common multiple (lcm) of two integers a and b is denoted by [a, b] or by 
aMb, and is defined as follows: 

[a,b]=lubI/(a,b) ifa#Oandb#O, 

[a,b]=O ifa=Oorb=O. 

Prove that the km has the following properties: 

(a) Ifa = Ilz, pt’ and b = nz i pib’ then [a, b] = n?L 1 pt’, where ci = max{a;, hi}. 
(b) (aDb)Mc = (aMc)D(bMc). 
(c) (aMb)Dc = (aDc)M(bDc). 

(D and A4 are distributive with respect to each other) 

22. Prove that (a, b) = (a + b, [a, b]). 

23. The sum of two positive integers is 5264 and their least common multiple is 200,340. 
Determine the two integers. 

24. Prove the following multiplicative property of the gcd: 

In particular this shows that (ah, bk) = (a, k)(b, h) whenever (a, b) = (h, k) = 1. 
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Exercises for Chapter 1 

Prove each of the statements in Exercises 25 through 28. All integers are 

positive. 

25. If (a, b) = 1 there exist x > 0 and y > 0 such that ax - by = 1. 

26. If (a, b) = 1 and x“ = yb then x = nb and y = n” for some n. [Hint: Use Exercises 25 
and 13.1 

27. (a) If (a, b) = 1 then for every n > ab there exist positive x and y such that n = 
ax + by. 

(b) If (a, b) = 1 there are no positive x and y such that ab = ax + by. 

28. If a > 1 then (a”’ - 1, LZ” - 1) = uCm*“) - 1. 

29. Given n > 0, let S be a set whose elements are positive integers <2n such that if a 
and b are in S and u # b then a $ b. What is the maximum number of integers that S 
can contain? [Hint: S can contain at most one of the integers 1, 2, 2’, 23, . , at 
most one of 3, 3 .2, 3 22, . , etc.] 

30. If n > 1 prove that the sum 

is not an integer. 
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2 Arithmetical Functions and 
Dirichlet Multiplication 

2.1 Introduction 

Number theory, like many other branches of mathematics, is often concerned 
with sequences of real or complex numbers. In number theory such sequences 
are called arithmeticalfunctions. 

Definition A real- or complex-valued function defined on the positive 
integers is called an arithmetical function or a number-theoretic function. 

This chapter introduces several arithmetical functions which play an 
important role in the study of divisibility properties of integers and the 
distribution of primes. The chapter also discusses Dirichlet multiplication, 
a concept which helps clarify interrelationships between various arith- 
metical functions. 

We begin with two important examples, the Mdbius function p(n) and 
the Euler totientfinction q(n). 

2.2 The Mijbius function p(n) 

Definition The Mobius function p is defined as follows: 

P(l) = 1; 

If n > 1, write n = ploL . . . pkak. Then 

p(n) = (- l)k if a1 = a2 = ” ’ = ak = 1, 
p(n) = 0 otherwise. 

Note that p(n) = 0 if and only if n has a square factor > 1. 
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2.3: The Euler tot.ient function q(n) 

Here is a short table of values of p(n): 

n: 1 2 3 4 5 6 7 8 9 10 

l-44 : 1 -1 -1 0 -1 l-l 0 0 1 

The Mobius function arises in many different places in number theory. 
One of its fundamental properties is a remarkably simple formula for the 
divisor sum xdrn p(d), extended over the positive divisors of n. In this formula, 
[x] denotes the greatest integer IX. 

Theorem 2.1 Zf n 2 1 we have 

1 u-n = 1, 

0 ifn > 1. 

PROOF. The formula is clearly true if n = 1. Assume, then, that n > 1 and 
write n = Pin’ . . . Pkok. In the sum xdln p(d) the only nonzero terms come from 
d = 1 and from those divisors of n which are products of distinct primes. 
Thus 

; I44 = Al) + API) + . . * + &J + IdPlPZ) + . . . + PL(pk-- 1Pk) 

+ . . . + APIP . . . Pk) 

=1+(;),_l)+&l)Z+...+@(-l)k=(l-l)k=O. q 

2.3 The Euler totient function q(n) 

Definition If n 2 1 the Euler totient q(n) is defined to be the number of 
positive integers not exceeding n which are relatively prime to n; thus, 

(1) cp(n) = i’ 1, 
k=t 

where the ’ indicates that the sum is extended over those k relatively 
prime to n. 

Here is a short table of values of q(n): 

n: 1 2 3 4 5 6 7 8 9 10 
q(n): 1 1 2 2 4 2 6 4 6 4 

As in the case of p(n) there is a simple formula for the divisor sum &[n q(d). 
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2: Arithmetical functions and Dirichlet multiplication 

Theorem 2.2 Z’n 2 1 we have 

F d4 = n. 
n 

PROOF. Let S denote the set { 1, 2, . . . , n}. We distribute the integers of S into 
disjoint sets as follows. For each divisor d of n, let 

A(d) = {k:(k, n) = d, 1 I k I n}. 

That is, .4(d) contains those elements of S which have the gcd d with n. 
The sets ,4(d) form a disjoint collection whose union is S. Therefore iff(d) 
denotes the number of integers in A(d) we have 

1 f (4 = n. 

But (k, n) = d if and only if (k/d, n/d) = 1, and 0 < k I n if and only if 
0 < kfd I n/d. Therefore, if we let q = k/d, there is a one-to-one correspon- 
dence between the elements in A(d) and those integers q satisfying 0 < q I n/d, 
(q, n/d) = 1. The number of such q is cp(n/d). Hence f(d) = cp(n/d) and (2) 
becomes 

~&id) = n. 
n 

But this is equivalent to the statement EdIn q(d) = n because when d runs 
through all divisors of n so does n/d. This completes the proof. L, 

2.4 A relation connecting q and p 

The Euler totient is related to the Mobius function through the following 
formula : 

Theorem 2.3 Zf n 2 1 we have 

dn) = 1 A4 f . 
din 

PROOF. The sum (1) defining q(n) can be rewritten in the form 

dn) = kg & ’ [ 1 
where now k runs through all integers in. Now we use Theorem 2.1 with n 
replaced by (n, k) to obtain 

dn) = 1 1 cL(4 = 1 1 Ad). 
k=l dl(n,k) k=l din 

dlk 
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2.5: A product formula for q(n) 

For a fixed divisor d of n we must sum over all those k in the range 1 I k I n 
which are multiples of d. If we write k = qd then 1 I k I n if and only if 
1 < q I n/d. Hence the last sum for q(n) can be written as 

n/d n/d 
cp(4 = 1 c&4 = c Ad) 2 1 = 1 Ad) ;. 

din q= 1 din q=l din 

This proves the theorem. 0 

2.5 A product formula for q(n) 

The sum for cp(n) in Theorem 2.3 can also be expressed as a product extended 
over the distinct prime divisors of n. 

Theorem 2.4 For n 2 1 we have 

q(n) = n n 1 - i . 
rJln ( > 

PROOF. For n = 1 the product is empty since there are no primes which 
divide 1. In this case it is understood that the product is to be assigned the 
value 1. 

Suppose, then, that n > 1 and let pi, . . . , pI be the distincft prime divisors 
of n. The product can be written as 

C4) g(+)=.$-:) 

On the right, in a term such as 1 l/pipjpk it is understood that we consider 
all possible products Pipjpk of distinct prime factors of n t.aken three at a 
time. Note that each term on the right of (4) is of the form f l/d where d 
is a divisor of n which is either 1 or a product of distinct primes. The numera- 
tor + 1 is exactly p(d). Since p(d) = 0 if d is divisible by the square of any pi 
we see that the sum in (4) is exactly the same as 

This proves the theorem. 0 

Many properties of q(n) can be easily deduced from this product formula. 
Some of these are listed in the next theorem. 
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2: Arithmetical functions and Dirichlet multiplication 

Theorem 2.5 Euler’s totient has the following properties: 

(a) &I”) = pa - pa- l for prime p and c1 2 1. 
(W cph) = cp(~Mn)Wcp(dh where d = h 4. 
(4 cpbn) = cpWcp(n) if@, 4 = 1. 
(d) a I b implies q(a) 1 q(b). 
(e) q(n) is even for n 2 3. Moreover, if n has r distinct odd prime factors, 

then 2’1 q(n). 

PROOF. Part (a) follows at once by taking n = pa in (3). To prove part (b) 
we write 

cp(n) -= 4 > 
l-1 

n Pin P’ 

Next we note that each prime divisor of mn is either a prime divisor of m 
or of n, and those primes which divide both m and n also divide (m, n). Hence 

cp(mn)= 
n( l- mn Ph 

1 
P > 

= !dl - iJ!il - !J 
n( > 

= 
1-1 plh. n) P 

cp(m) d4 ~- 
m n 

cp(4 ’ 
d 

for which we get (b). Part (c) is a special case of(b). 
Next we deduce (d) from (b). Since a I b we have b = ac where 1 I c < b. 

If c = b then a = 1 and part (d) is trivially satisfied. Therefore, assume 
c < b. From (b) we have 

(5) 

where d = (a, c). Now the result follows by induction on b. For b = 1 it 
holds trivially. Suppose, then, that (d) holds for all integers <b. Then it 
holds for c so q(d) 1 q(c) since d 1 c. Hence the right member of (5) is a multiple 
of q(a) which means q(a) 1 q(b). This proves (d). 

Now we prove (e). If n = 2”, CI 2 2, part (a) shows that q(n) is even. If n 
has at least one odd prime factor we write 

q(n) = nn& 
Pin P 

= fig@ - 1) = c(n)n@ - l), 
Pb 

Pb 

where c(n) is an integer. The product multiplying c(n) is even so q(n) is even. 
Moreover, each odd prime p contributes a factor 2 to this product, so 2’1 q(n) 
if n has r distinct odd prime factors. cl 
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2.6: The Dirichlet product of arithmetical functions 

2.6 The Dirichlet product of arithmetical 
functions 

In Theorem 2.3 we proved that 

The sum on the right is of a type that occurs frequently in number theory. 
These sums have the form 

wherefand g are arithmetical functions, and it is worthwhile to study some 
properties which these sums have in common. We shall find later that sums 
of this type arise naturally in the theory of Dirichlet series. It is fruitful to 
treat these sums as a new kind of multiplication of arithmetical functions, 
a point of view introduced by E. T. Bell [4] in 1915. 

Definition Iffand g are two arithmetical functions we define their Dirichlet 
product (or Dirichlet convolution) to be the arithmetical function h 
defined by the equation 

44 = 1 f(d)g 3 . din 0 
Notation We write f * g for h and (f * g)(n) for h(n). The symbol N will be 
used for the arithmetical function for which N(n) = n for all n. In this nota- 
tion, Theorem 2.3 can be stated in the form 

The next theorem describes algebraic properties of Dirichlet multi- 
plication. 

Theorem 2.6 Dirichlet multiplication is commutative and associative. That is, 
for any arithmetical functions f, g, k we have 

f*s=s*f (commutative law) 

(f*d*k=f*@*k) (associative law). 

PROOF. First we note that the definition off* g can also be expressed as 
follows : 

(f * s)(n) = 1 .fkMb)~ 
o.b=n 

where a and b vary over all positive integers whose product is n. This makes 
the commutative property self-evident. 
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2: Arithmetical functions and Dirichlet multiplication 

To prove the associative property we let A = g * k and considerf * A = 
f * @ * k). We have 

(f * 4(n) = 1 J-6444 = c f(a) c g(OW 
a.d=n a.d=n b.c = d 

In the same way, if we let B = f * g and consider B * k we are led to the same 
formula for (B * k)(n). Hence f * A = Z3 * k which means that Dirichlet 
multiplication is associative. cl 

We now introduce an identity element for this multiplication. 

Definition The arithmetical function Z given by 

Z(n) = ; = [I { 1 ifn=l, 
0 ifn>l, 

is called the identity function. 

Theorem 2.7 For allf we have Z *f = f * Z = J 

PROOF. We have 

(f * Z)(n) = 1 fW c = 1 f(d) s = f(n) din cd> din Lnl 
since [d/n] = 0 if d < n. q 

2.7 Dirichlet inverses and the Mijbius 
inversion formula 

Theorem 2.8 If f is an arithmetical function with f(1) # 0 there is a unique 
arithmetical function f - ‘, called the Dirichlet inverse off, such that 

f *f-l = f-1 * f = I. 

Moreover, .f - 1 is given by the recursion formulas 

fern> 1. 

d<n 

PROOF. Given f, we shall show that the equation cf * f -l)(n) = Z(n) has a 
unique solution for the function valuesf - ‘(n). For n = 1 we have to solve the 
equation 

(.f * f-‘)(l) = 41) 
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2.7 : Dirichlet inverses and the Mobius inversion formula 

which reduces to 

f(l)f-‘(1) = 1. 

Sincef(1) # 0 there is one and only one solution, namely f - ‘(1) = l/j(l). 
Assume now that the function valuesf - ‘(k) have been uniquely determined 
for all k < n. Then we have to solve the equation (f * f-‘)(n) = Z(n), or 

This can be written as 

If the values f - ‘(d) are known for all divisors d < n, there is a uniquely 
determined value forf - l(n), namely, 

f-‘(n) = -1 
4 f(l) din 

f f-‘(d), 

d<n 

since f(1) # 0. This establishes the existence and uniqueness of f - ’ by 
induction. q 

Note. We have (f * g)(l) = f(l)g(l). Hence, iff(1) # 0 and g(1) # 0 then 
(f * g)(l) # 0. This fact, along with Theorems 2.6, 2.7, and 2.8, tells us that, 
in the language of group theory, the set of all arithmetical functions f with 
f(1) Z 0 forms an abelian group with respect to the operation *, the identity 
element being the function I. The reader can easily verify that 

(f*g)-1 =f-l*g-1 if f(1) # 0 and g(1) # 0. 

Definition We define the unit function u to be the arithmetical function such 
that u(n) = 1 for all n. 

Theorem 2.1 states that &ln p(d) = Z(n). In the notation of Dirichlet 
multiplication this becomes 

p*u=I. 

Thus u and p are Dirichlet inverses of each other: 

u = p-1 and ,u = u-l. 

This simple property of the Mobius function, along with the associative 
property of Dirichlet multiplication, enables us to give a simple proof of the 
next theorem. 
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2: Arithmetical functions and Dirichlet multiplication 

Theorem 2.9 Mobius inversion formula. The equation 

(6) f’(n) = p 

implies 

(7) 

Conoersely, (7) implies (6). 

PROOF. Equation (6) states that-f = g * U. Multiplication by p givesf* p = 
(g * u) * p = g * (u * CL) = g * I = g, which is (7). Conversely, multiplicatio; 
off * p = g by u gives (6). 

The Mobius inversion formula has 
formulas in Theorems 2.2 and 2.3 : 

2.8 The Mangoldt function A(n) 

We introduce next Mangoldt’s function A which plays a central role in the 
distribution of primes. 

Definition For every integer n 2 1 we define 

A(n) = 
log p if n = pm for some prime p and some m 2 1, 
o otherwise. 

Here is a short table of values of A(n): 

n: 1 2 3 4 5 6 7 8 9 10 
A(n): 0 log2 log 3 log2 log 5 0 log7 log2 log 3 0 

The proof of the next theorem shows how this function arises naturally 
from the fundamental theorem of arithmetic. 

Theorem 2.10 Zfn 2 1 we have 

(8) log n = 2 A(d). 
din 

PROOF. The theorem is true if n = 1 since both members are 0. Therefore, 
assume that n > 1 and write 

I 
n = fl pkak. 

k=l 
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2.9: Multiplicative functions 

Taking logarithms we have 

logn = &logp,. 
k=l 

Now consider the sum on the right of (8). The only nonzero terms in the sum 
come from those divisors d of the form pkm for m = 1, 2, . . . , ak and k = 
1,2,... , r. Hence 

which proves (8). 0 

Now we use MGbius inversion to express A(n) in terms of the logarithm. 

Theorem 2.11 Zfn 2 1 we have 

A(n) = 1 p(d)log ; = - 1 p(d)log d. 
din din 

PROOF. Inverting (8) by the M6bius inversion formula we obtain 

A(n) = c p(d)log a = log n c p(d) - 1 p(d)log d 
din din din 

= Z(n)log n - c p(d)log d. 
din 

Since Z(n)log n = 0 for all n the proof is complete. 0 

2.9 Multiplicative functions 

We have already noted that the set of all arithmetical functions f with 
f(1) # 0 forms an abelian group under Dirichlet multiplication. In this 
section we discuss an important subgroup of this group, the so-called multi- 
plicative functions. 

Definition An arithmetical function f is called multiplicative if f is not 
identically zero and if 

f(m) = f(m)f(n) whenever (m, n) = 1. 

A multiplicative function f is called completely multiplicative if we also 
have 

f(mn) = f(m)f(n) for all m, n. 

EXAMPLE 1 Letf,(n) = n”, where CC is a fixed real or complex number. This 
function is completely multiplicative. In particular, the unit function u = f0 
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2: Arithmetical functions and Dirichlet multiplication 

is completely multiplicative. We denote the functionf, by N” and call it the 
power function. 

EXAMPLE 2 The identity function Z(n) = [l/n] is completely multiplicative. 

EXAMPLE 3 The Mobius function is multiplicative but not completely multi- 
plicative. This is easily seen from the definition of p(n). Consider two 
relatively prime integers m and II. If either m or n has a prime-square factor 
then so does mn, and both &mn) and &n)p(n) are zero. If neither has a square 
factor write m = pi . . . ps and n = q1 . . . q1 where the pi and qi are distinct 
primes. Then p(m) = (- l)“, p(n) = (- 1)’ and &nn) = (- l),+, = p(m)p(n). 
This shows that ZA is multiplicative. It is not completely multiplicative since 
~(4) = 0 but ~(2)~(2) = 1. 

EXAMPLE 4 The Euler totient q(n) is multiplicative.This is part (c) of Theorem 
2.5. It is not completely multiplicative since (p(4) = 2 whereas (p(2)(p(2) = 1. 

EXAMPLE 5 The ordinary product fg of two arithmetical functions f and g 
is defined by the usual formula 

cfim) = f(Mn). 

Similarly, the quotientflg is defined by the formula 

whenever g(n) # 0. 

If f and g are multiplicative, so are fg and f/g. If f and g are completely 
multiplicative, so are fg and f/g. 

We now derive some properties common to all multiplicative functions. 

Theorem 2.12 Zf f is multiplicatitle then f (1) = 1. 

PROOF. We have f(n) = f (1)f (n) since (n, 1) = 1 for all n. Since f is not 
identically zero we havef(n) # 0 for some n, sof(1) = 1. Cl 

Note. Since A(1) = 0, the Mangoldt function is not multiplicative. 

Theorem2.13 Giuenfwithf(1) = 1. Then: 

(a) f is multiplicative iS, and only if, 

f (PIa’ . . * P,“‘) = f (pIa’) * * * f (P,“‘) 

for all primes pi and all integers ai 2 1. 
(b) Iff is multiplicative, then f is completely multiplicative if, and only if, 

f(p”) = f(P) 

for all primes p and all integers a 2 1. 
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2.10: Multiplicative functions and Dirichlet multiplication 

PROOF. The proof follows easily from the definitions and is left as an exercise 
for the reader. 

2.10 Multiplicative functions and Dirichlet 
multiplication 

Theorem 2.14 Zf f and g are multiplicative, so is their Dirichlet product f * g. 

PROOF. Let h = f * g and choose relatively prime integers m and n. Then 

h(mn) = c f(c)g 
cJmn 

Now every divisor c of mn can be expressed in the form c = ab where a (m 
and bin. Moreover, (a, b) = 1, (m/a, n/b) = 1, and there is a one-to-one 
correspondence between the set of products ab and the divisors c of mn. 
Hence 

This completes the proof. 0 

Warning. The Dirichlet product of two completely multiplicative functions 
need not be completely multiplicative. 

A slight modification of the foregoing proof enables us to prove: 

Theorem 2.15 Zf both g andf * g are multiplicative, then f is also multiplicative. 

PROOF. We shall assume that f is not multiplicative and deduce that f * g is 
also not multiplicative. Let h = f * g. Since f is not multiplicative there 
exist positive integers m and n with (m, n) = 1 such that 

fbn) f fWf(n). 

We choose such a pair m and n for which the product mn is as small as possible. 
If mn = 1 then f(1) # f(l)f(l) so f(1) # I. Since h(1) = f(l)g(l) = 

f(1) # 1, this shows that h is not multiplicative. 
If mn > 1, then we havef(ab) = f(a)f(b) f or all positive integers a and b 

with (a, b) = 1 and ab < mn. Now we argue as in the proof of Theorem 2.14, 
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2: Arithmetical functions and Dirichlet multiplication 

except that in the sum defining h(mn) we separate the term corresponding to 
a = m, b = n. We then have 

Mm4 = c 4m bin 
ob<mn 

= ~f6-h 

+ f(ndsU) = c 4m bin 
ob<mn 

- SWf(n) + f(m4 

= WM4 - f(m)f(n) + f(mn). 
Sincef(mn) # f(m)f(n) this shows that h(mn) # h(m)h(n) so h is not multi- 
plicative. This contradiction completes the proof. 0 

Theorem 2.16 If g is multiplicative, so is g- ‘, its Dirichlet inverse. 

PROOF. This follows at once from Theorem 2.15 since both g and g * g - ’ = I 
are multiplicative. (See Exercise 2.34 for an alternate proof.) Cl 

Note. Theorems 2.14 and 2.16 together show that the set of multiplicative 
functions is a subgroup of the group of all arithmetical functions f with 
f(l) + 0. 

2.11 The inverse of a completely 
multiplicative function 

The Dirichlet inverse of a completely multiplicative function is especially 
easy to determine. 

Theorem 2.17 Let f be multiplicative. Then f is completely multiplicative if, 
and only if, 

f-‘(n) = p(n)f(n) for all n 2 1. 

PROOF. Let g(n) = p(n)f(n). Iffis completely multiplicative we have 

= f(n) g 44 = fW(n) = W) 

sincef(1) = 1 and I(n) = 0 for n > 1. Hence g = f-r. 
Conversely, assume f-‘(n) == p(n)f(n). To show that f is completely 

multiplicative it suffices to prove that f(p“) = f(Py for prime powers. The 
equation f - ‘(n) = p(n)f(n) imp.lies that 

for all n > 1. 

36 



2.12: Liouville’s function A(n) 

Hence, taking n = p” we have 

PU)f(l)fW + AP)fcP)fW ‘1 = 0, 

from which we find f(p”) = f(p)f(p”- ‘). This implies f(p”) = f(p)“, so f is 
completely multiplicative. 0 

EXAMPLE The inverse of Euler’s cp function. Since cp = p * N we have 
P -1 - -P -l * N-r. But N-' = PN since N is completely multiplicative, so 

cp -1 - - p-1 *pN=u*pN. 

Thus 

cp - ‘(4 = ~444. 
din 

The next theorem shows that 

V’(n) = n(l - PI. 
Pin 

Theorem 2.18 Iff is multiplicative we have 

E PL(4f(4 = z (1 - fW 
PROOF. Let 

s(n) = C 144fGO. 
din 

Then g is multiplicative, so to determine g(n) it suffices to compute g(p”). But 

dP7 = d;$4f(4 = PL(l)f(l) + ,dp)f(p) = 1 - f(p). 

Hence 

s(n) = g g(P”) = IJ (1 - f(P))- 0 

2.12 Liouville’s function A(n) 

An important example of a completely multiplicative function is Liouville’s 
function I, which is defined as follows. 

Definition We define A( 1) = 1, and if n = py’ . . . p: we define 

/qn) = (- l)(Il+-+=k. 
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2: Arithmetical functions and Dirichlet multiplication 

The definition shows at once that J. is completely multiplicative. The next 
theorem describes the divisor sum of 1. 

Theorem 2.19 For every n 2 1 we have 

; 44 = 
1 if n is a square, 

0 otherwise. 

Also, l-‘(n) = I p(n)1 for all n. 

F'ROOF. Let g(n) = &1&d). Then g is multiplicative, so to determine 
g(n) we need only compute g@‘) for prime powers. We have 

g(p”) = &A(d) = 1 + A(p) + 4~‘) + . . . + il(p”) 

=l - 1 + 1 - . . . + (-1)” = 
0 if a is odd, 
1 ifaiseven 

Hence if n = nf= r piei we have g(n) = nf=r g(pt’). If any exponent ai is 
odd then g(pi”i) = 0 so g(n) = 0. If all the exponents ai are even then g(pi”‘) = 1 
for all i and g(n) = 1. This shows that g(n) = 1 if n is a square, and g(n) = 0 
otherwise. Also, A- ‘(n) = p(n)l(n) = p2(n) = 1 p(n) I. Cl 

2.13 The divisor functions o,(n) 

Definition For real or complex c1 and any integer n 2 1 we define 

a,(n) = 1 da, 
din 

the sum of the ath powers of the divisors of n. 

The functions (T, so defined are called divisor functions. They are multi- 
plicative because crol = u * N”, the Dirichlet product of two multiplicative 
functions 

When a = 0, o,-,(n) is the number of divisors of n; this is often denoted by 
d(n). 

When a = 1, al(n) is the sum of the divisors of n; this is often denoted by 
44. 

Since (TV is multiplicative we have 

cr,(JQe . . . pk=k) = o,&71(11) . . . cTa(pkQk). 

To compute a&P) we note that the divisors of a prime power p” are 

4 p, P2, *. ., pa, 
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hence 

o,(f) = 1” + p= + pz= + . . . + p=” = p 
da+l) _ 1 

pa - 1 
ifcc # 0 

=a+1 if u = 0. 

The Dirichlet inverse of oa can also be expressed as a linear combination 
of the clth powers of the divisors of n. 

Theorem 2.20 For n 2 1 we have 

PROOF. Since oa = N” * u and N” is completely multiplicative we have 

oar -‘=(pN’)*u-l =(pN=)*p. 0 

2.14 Generalized convolutions 

Throughout this section F denotes a real or complex-valued function 
defined on the positive real axis (0, + co) such that F(x) = 0 for 0 < x < 1. 
Sums of the type 

“x&a(n)F ; 
0 

arise frequently in number theory. Here a is any arithmetical function. 
The sum defines a new function G on (0, + co) which also vanishes for 
0 < x < 1. We denote this function G by c( 0 F. Thus, 

(a 0 F)(x) = 1 a(n)F 
ncx 0 

; . 

If F(x) = 0 for all nonintegral x, the restriction of F to the integers is an 
*_ arithmetical function and we find that 

(a 0 F)(m) = (LX* F)(m) 

for all integers m 2 1, so the operation 0 can be regarded as a generalization 
of the Dirichlet convolution *. 

The operation 0 is, in general, neither commutative nor associative. 
However, the following theorenrserves as a useful substitute for the associa- 
tive law. 

Theorem 2.21 Associative property relating 0 and *. For any arithmetical 
functions CI and B we have 

(9) a 0 (j3 0 F) = (a * b) 0 F. 
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2: Arithmetical functions and Dirichlet multiplication 

PROOF. For x > 0 we have 

= {(a * PI o F)(x). 

This completes the proof. 

Next we note that the identity function Z(n) = [l/n] for Dirichlet convolu- 
tion is also a left identity for the operation 0. That is, we have 

(I 0 F)(x) = 1 1 F ; = F(x). HO nsx n 

Now we use this fact along with the associative property to prove the follow- 
ing inversion formula. 

Theorem 2.22 Generalized inversion formula. If u has a Dirichlet inverse u-l, 
then the equation 

\ (10) G(x) = 1 cx(n)F 
n<x 

(11) F(x) = 1 a-‘(n)G 
n5.x 0 

x . 

Conversely, (11) implies (10). 

FWoF.IfG = a0 Fthen 

Thus (10) implies (11). The converse is similarly proved. Cl 

The following special case is of particular importance. 

Theorem 2.23 Generalized Mobius inversion formula. Zj 01 is completely 
multiplicative .we have 

G(x) = c a(n)F 
nsx 

if, and only iJ F(x) = 1 p(n)a(n)G . 
“2.X 

PROOF. In this case IX-‘(~) = p(n)a(n). 0 
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2.15 : Flormal power series 

2.15 Formal power series 

In calculus an infinite series of the form 

(14 nzou(n,xn = a(0) + a(l)x + a(2)xZ + . . . + a(n)x” + . . . 

is called a power series in x. Both x and the coefficients a(n) are real or 
complex numbers. To each power series there corresponds a radius of 
convergence r 2 0 such that the series converges absolutely if lx 1 < I 
and diverges if 1 x 1 > r. (The radius r can be + co.) 

In this section we consider power series from a different point of view. 
We call them formal power series to distinguish them from the ordinary 
power series of calculus. In the theory of formal power series x is never 
assigned a numerical value, and questions of convergence or divergence are 
not of interest. 

The object of interest is the sequence of coefficients 

(13) (4% 41), . . .9 44 . . .I. 

All that we do with formal power series could also be done by treating the 
sequence of coefficients as though it were an infinite-dimensional vector with 
components u(O), u(l), . . . But for our purposes it is more convenient to 
display the terms as coefficients of a power series as in (12) rather than as 
components of a vector as in (13). The symbol x” is simply a device for 
locating the position of the nth coefficient u(n). The coefficient u(O) is called 
the constant coeficient of the series. 

We operate on formal power series algebraically as though they were 
convergent power series. If A(x) and B(x) are two formal power series, say 

.4(x) = f u(n)x” and B(x) = f b(n)x”, 
n=O n=O 

we define : 

Equality: A(x) = B(x) means that u(n) = b(n) for all n 2 0. 
Sum : A(x) + B(x) = cnm,o (u(n) + b(n))x”. 
Product : A(x)B(x) = I;= o c(n)x”, where 

(14) c(n) = i u(k)b(n - k). 
k=O 

The sequence {c(n)} determined by (14) is called the Cuuchy product 
of the sequences {u(n)} and {b(n)}. 

The reader can easily verify that these two operations satisfy the commuta- 
tive and associative laws, and that multiplication is distributive with respect 
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2: Arithmetical functions and Dirichlet multiplication 

to addition. In the language of modern algebra, formal power series form a 
ring. This ring has a zero element for addition which we denote by 0, 

0 = 5 a(n)?, where a(n) = 0 for all n 2 0, 
n=O 

and an identity element for multiplication which we denote by 1, 

1 = f a(n)x”, where a(O) = 1 and u(n) = 0 for n 2 1. 
n=O 

A formal power series is called a formal polynomial if all its coefficients 
are 0 from some point on. 

For each formal power series ,4(x) = ~~zo u(n)x” with constant coefficient 
u(O) # 0 thereisa uniquely determined formal power series B(x) = I:= o b(n)x” 
such that A(x)B(x) = 1. Its coefficients can be determined by solving the 
infinite system of equations 

u(O)b(O) = 1 
u(O)b(l) + u(l)b(O) = 0, 
u(O)b(2) + u(l)b(l) + u(2)b(O) = 0, 

in succession for b(O), b(l), b(2), . . . The series B(x) is called the inuerse of A(x) 
and is denoted by A(x)- ’ or by l/A(x). 

The special series 

is called a geometric series. Here a is an arbitrary real or complex number. 
Its inverse is the formal polynomial 

B(x) = 1 - ax. 

In other words, we have 

1 -= 
1 - ax 

1 + f u”x”. 
n=l 

2.16 The Bell series of an arithmetical 
function 

E. T. Bell used formal power series to study properties of multiplicative 
arithmetical functions. 

Definition Given an arithmetical function f and a prime p, we denote by 
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2.16: The Bell series of an ariithmetical function 

&(x) the formal power series 

f,(x) = “~ofc”)x” 

and call this the Bell series offmodulo p. 

Bell series are especially useful when f is multiplicative. 

Theorem 2.24 Uniqueness theorem. Let f and g be multiplicative functions. 
Then f = g if, and only if, 

f,(x) = gdx) for all primes p. 

PROOF. If f = g then f(P”) = g(p”) for all p and all n 2 0, so&,(x) = g,(x). 
Conversely, iff,(x) = g,,(x) for all p then f(p”) = g(p”) for all n 2 0. Since f 
and g are multiplicative and agree at all prime powers they agree at all the 
positive integers, sof = g. 0 

It is easy to determine the Bell series for some of thle multiplicative 
functions introduced earlier in this chapter. 

EXAMPLE 1 Mobius function p. Since p(p) = - 1 and p(p”) = 0 for n 2 2 
we have 

/L&x) = 1 - x. 

EXAMPLE 2 Euler’s totient cp. Since cp(p”) = p” - p”- l for n 2 1 we have 

cp,(x) = 1 + f (p” - pn-l)xn = fopnxn - xnfpnx’ II=1 
= (1 - x) f pnxn = 5. 

n=O 

EXAMPLE 3 Completely multiplicative functions. Iff is completely multiplica- 
tive then f(p”) = f(p)” for all n 2 0 so the Bell series f,(x) is a geometric 
series, 

f&4 = n~ofwx” = l 1 - fWx~ 
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2: Arithmetical functions and Dirichlet multiplication 

In particular we have the following Bell series for the identity function I, 
the unit function u, the power function N”, and Liouville’s function A: 

I,(x) = 1. 
i-. 
“ u,(x) = f xn = &’ 

n=O 

N;(x)= 1 + ~pY=&$ 
n=l 

/@)= f(-1,x+& 
n=O 

2.17 Bell series and Dirichlet multiplication 

The next theorem relates multiplication of Bell series to Dirichlet multi- 
plication. 

Theorem 2.25 For any two arithmetical functions f and g let h = f * g. Then 
for every prime p we have 

h,(x) = f&k&). 

PROOF. Since the divisors of p” are 1, p, p2, . . . , p” we have 

= i fbk)g(p”- “1. 
k=O 

This completes the proof because the last sum is the Cauchy product of the 
sequences {f (9”)) and {g(p”)}. q 

EXAMPLE 1 Since p’(n) = A- ‘(n) the Bell series of p2 modulo p is 

1 
11,2(x) = I,o = 1 + x. 

EXAMPLE 2 Since crol = N” * u the Bell series of cr. modulo p is 

(%)p(x) = qx)u,(x) = & . & = 1 
1 - 0,&)x + pax2. 

EXAMPLE 3 This example illustrates how Bell series can be used to discover 
identities involving arithmetical functions. Let 

f(n) = 2”‘“‘, 
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where v(1) = 0 and v(n) = k if n = pIa . . . pkak. Thenfis multiplicative and its 
Bell series modulo p is 

&(x)=1+ ~2”‘“‘x”=l+ ~2x~=l+&=~. 
n=l n=l 

Hence 

fp(4 = P;(x)up(x) 

which implies f = pz * u, or 

2 ‘M’ = ; ,u2(d). 

2.18 Derivatives of arithmetical functions 

Definition For any arithmetical function f we define its derivative f’ to be 
the arithmetical function given by the equation 

f’(n) = f (n)log n for n 2 1. 

EXAMPLES Since Z(n)log n = 0 for all n we have Z’ = 0. Since u(n) = 1 
for all n we have u’(n) = log n. Hence, the formula xdln A(d) = log n can be 
written as 

(15) A * u = d. 

This concept of derivative shares many of the properties of the ordinary 
derivative discussed in elementary calculus. For example, the usual rules for 
differentiating sums and products also hold if the products are Dirichlet 
products. 

Theorem 2.26 Zff and g are arithmetical functions we have: 

(4 (f + gY = f’ + 9’. 
(b) (f * g)’ = f’ * g + f * g’. 
(c) (f-l)’ = -f’ * (f * f)-‘, provided that f(1) # 0. 

PROOF. The proof of (a) is immediate. Of course, it is understood that 
f + g is the function for which (f + g)(n) = f(n) + g(n) for all n. 

To prove (b) we use the identity log n = log d + log(n/d) to write 

(f * g)‘(n) = G f (d)g i 
0 

log n 

= ; f(d)log dg(;) + 2 f(d)g($x(;) 

= (f’ * g)(n) + (f * g’)(n). 
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2: Arithmetical functions and Dirichlet multiplication 

To prove (c) we apply part (b) to the formula I’ = 0, remembering that 
Z=f*f-‘.Thisgivesus 

0 = (f * f-1)’ = f’ * f-1 + f * (f-1)’ 

so 

f * (f-1)’ = -f’ * f-1. 

Multiplication byf - ’ now gives us 

(f-l)’ = -(f’ * f-1) * f-1 = -f’ * (f-l * f-1). 

Butf-‘*f-‘=(f*f)-‘so(c)isproved. cl 

2.19 The Selberg identity 

Using the concept of derivative we can quickly derive a formula of Selberg 
which is sometimes used as the starting point of an elementary proof of the 
prime number theorem. 

Theorem 2.27 The Selberg identity. For n 2 1 we have 

A(n) n + c A( 
din 0 

f 

PROOF. Equation (15) states that A * u = u’. Differentiation of this equation 
gives us 

A’ * u + A * a’ = u” 

or, since u’ = A * u, 

A’ * u + A * (A * u) = u”. 

Now we multiply both sides by p = u-l to obtain 

N + A * A = u” * /.L 

This is the required identity. q 

Exercises for Chapter 2 

1. Find all integers n such that 

(4 dn) = 42, @I d4 = GM (c) q(n) = 12. 

2 For each of the following statements either give a proof or exhibit a counter example. 

(a) If (m, n) = 1 then (q(m), q(n)) = 1. 
(b) If n is composite, then (n, q(n)) > 1. 
(c) If the same primes divide m and n, then n&n) = mcp(n). 
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3. Prove that 

4. Prove that q(n) > n/6 for all n with at most 8 distinct prime factors. 

5. Define v(l) = 0, and for n > 1 let v(n) be the number of distinct prime factors of n. 
Letf = p * v and prove thatf(n) is either 0 or 1. 

6. Prove that 

CA4 = P%) 
d2(n 

and, more generally, 

0 

{ 

ifmkln for some m > 1, 

1 otherwise. 

The last sum is extended over all positive divisors d of n whose kth power also 
divide n. 

7. Let p(p, d) denote the value of the Mobius function at the gcd of p and d. Prove that 
for every prime p we have 

1 

1 ifn=l, 

Fp(d)p(p,d)= 2 ifn=p”,n> 1, 
” 

0 otherwise. 

8. Prove that 

; &Olog” d = 0 

if m 2 1 and n has more than m distinct prime factors. [Hint: Induction.] 

9. If x is real, x 2 1, let cp(x, n) denote the number of positive integers IX that are 
relatively prime to n. [Note that cp(n, n) = q(n).] Prove that 

cpk 4 = 1 dd) 2 d,n [“I and ;4$,!$ = [xl. 

In Exercises 10, 11, and 12, d(n) denotes the number of positive divisors of n. 

10. Prove that nt,. t = nd(“)‘*. 

11. Prove that d(n) is odd if, and only if, n is a square. 

12. Prove that Et,. d(t)3 = (&. d(t))2. 

13. Productform ofthe Miibius inversionformula. Iff(n) > 0 for all n and if u(n) is real, 
a(1) # 0, prove that 

y(n) = fl f(d)nCnid) if, and only if, f(n) = n g(d)b’“‘d’, 
din din 

where b = a-‘, the Dirichlet inverse of a. 
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14. Let f(x) be defined for all rational x in 0 5 x < 1 and let 

F(n) = i f 
0 
k ) 

k=l n 
F*(n) = i 

k=l 
f ; 

0 
(k,n,= 1 

(a) Prove that F* = p * F, the Dirichlet product of p and F. 
(b) Use (a) or some other means to prove that ,u(n) is the sum of the primitive nth 

roots of unity: 

e2nik/n 

k=l 
(k,n,= 1 

15. Let q,(n) denote the sum of the kth powers of the numbers 5 n and relatively prime 
to n. Note that cpe(n) = p(n). Use Exercise 14 or some other means to prove that 

f 43f) _ lk + ;; + nk. 

16. Invert the formula in Exercise 15 to obtain, for n > 1, 

vi(n) = i v(n), and cp2b) = i n2d4 + i n (1 - p). 

PI” 

Derive a corresponding formula for cpa(n). 

17. Jordan’s totient J, is a generalization of Euler’s totient defined by 

J,(n) = nk n (1 - pmk). 
Pb 

(a) Prove that 

jkb) = c 44 

din 
and nk =I J,(d). 

din 

(b) Determine the Bell series for J,. 

lg. Prove that every number of the form 2”-‘(2” - 1) is perfect if 2“ - 1 is prime. 

19. Prove that if n is euen and perfect then n = 2”-‘(2” - 1) for some a 2 2. It is not 
known if any odd perfect numbers exist. It is known that there are no odd perfect 
numbers with less than 7 prime factors. 

20. Let P(n) be the product of the positive integers which are <n and relatively prime 
to n. Prove that 

. 

21. Let f(n) = [Ji] - [JZT]. P rove that f is multiplicative but not completely 
multiplicative. 

22 Prove that 

01(n) = 1 ddh f , din 0 
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and derive a generalization involving a,(n). (More than one generalization is 
possible.) 

23. Prove the following statement or exhibit a counter example. If f is multiplicative, 
then F(n) = &, f(d) is multiplicative. 

24. Let A(x) and B(x) be formal power series. If the product A(x)B(x) is the zero series, 
prove that at least one factor is zero. In other words, the ring of formal power series 
has no zero divisors. 

25. Assumefis multiplicative. Prove that: 

(a) f-‘(n) = &)f(n) for every squarefree n. 

(b) f- ‘(p’) = f(p)* - f(p*) for every prime p. 

26. Assume f is multiplicative. Prove that f is completely multiplicative if, and only 
if, f-l@“) = 0 for all primes p and all integers a 2 2. 

27. (a) If f is completely multiplicative, prove that 

f~b*~)=(f~g)*(f~~) 

for all arithmetical functions g and h, wheref g denotes the ordinary product, 
(f .s)(n) = fbMn). 

(b) If f is multiplicative and if the relation in (a) holds for g = p and h = p-l, 
prove that f is completely multiplicative. 

28. (a) If f is completely multiplicative, prove that 

(f.g)-1 = f.g-’ 

for every arithmetical function g with g( 1) # 0. 
(b) If f is multiplicative and the relation in (a) holds for g = p-‘, prove that f is 

completely multiplicative. 

29. Prove that there is a multiplicative arithmetical function g such that 

for every arithmetical function ,f: Here (k, n) is the gcd of n and k. Use this identity to 
prove that 

30. Let f be multiplicative and let g be any arithmetical function. Assume that 

(4 f(p”+ ‘) = f(p)f(p”) - g(p)f(p’- ‘) for all primes p and all n 2 1 

Prove that for each prime p the Bell series for f has the form 

(b) 
1 

-Mx) = 1 - f(p)x + g(p)x2. 

Conversely, prove that (b) implies (a). 
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31. (Continuation of Exercise 30.) If g is completely multiplicative prove that statement 
(a) of Exercise 30 implies 

where the sum is extended over the positive divisors of the gcd (m, n). [Hint: Consider 
first the case m = p”, n = pb.] 

32 Prove that 

a,(m)o,(n) = 1 
dlhn) 

33. Prove that Liouville’s function is given by the formula 

34. This exercise describes an alternate proof of Theorem 2.16 which states that the 
Dirichlet inverse of a multiplicative function is multiplicative. Assume g is multi- 
plicative and letf = g- i. 

(a) Prove that if p is prime then for k 2 1 we have 

f(Pk) = - igw(p’-‘I. 
1=1 

(b) Let h be the uniquely determined multiplicative function which agrees with f 
at the prime powers. Show that h * g agrees with the identity function I at the 
prime powers and deduce that h * g = I. This shows that f = h so f is multi- 
plicative. 

35. If f and g are multiplicative and if a and b are positive integers with a 2 b, prove 
that the function h given by 

is also multiplicative. The sum is extended over those divisors d of n for which d” 
divides n. 

M~BIUSFUNCTIONSOFORDER k. 

If k 2 1 we define p,+, the MBbius function of order k, as follows: 

Pk(l) = 1, 
&) = 0 if pk + ’ ) n for some prime p, 

pk(n) = (- 1)’ if n = plk . . . plk n pFi, 0 I ai < k, 
i>r 

p,(n) = 1 otherwise. 

In other words, pk(n) vanishes if n is divisible by the (k + 1)st power of some 
prime; otherwise, pk(yl) is 1 unless the prime factorization of n contains the 
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kth powers of exactly r distinct primes, in which case &n) = (- l)*. Note that 
,u~ = p, the usual Miibius function. 

Prove the properties of the functions pk described in the following exercises. 

36. If k 2 1 then ,u#) = p(n). 

37. Each function pk is multiplicative. 

38. Ifk22wehave 

I*k(n) = cpk-1 -$ pk-1 
d+ (“1 6)’ 

39. If k 2 1 we have 

I Pk(n) I = ,z ,n&O 
40, For each prime p the Bell series for pk is given by 

(L(k)pb) = 

1 -2.xk+xkil 

l-x 
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3 Averages of 
Arithmetical Functions 

3.1 Introduction 

The last chapter discussed various identities satisfied by arithmetical func- 
tions such as P(U), q(n), A(n), and the divisor functions a,(n). We now inquire 
about the behavior of these and other arithmetical functionsf(n) for large 
values of n. 

For example, consider d(n), the number of divisors of n. This function takes 
on the value 2 infinitely often (when n is prime) and it also takes on arbitrarily 
large values when n has a large number of divisors. Thus the values of d(n) 
fluctuate considerably as n increases. 

Many arithmetical functions fluctuate in this manner and it is often 
difficult to determine their behavior for large n. Sometimes it is more fruitful 
to study the arithmetic mean 

Averages smooth out fluctuations so it is reasonable to expect that the mean 
values f(n) might behave more regularly thanf(n). This is indeed the case 
for the divisor function d(n). We will prove later that the average d(n) grows 
like log n for large n; more precisely, 

This is described by saying that the average order of d(n) is log n. 
To study the average of an arbitrary function f we need a knowledge 

of its partial sums ~~=I f(k). Sometimes it is convenient to replace the 

52 



3.2: The big oh notation. Asymptotic equality of functions 

upper index n by an arbitrary positive real number x and to consider instead 
sums of the form 

kxJ (k). 

Here it is understood that the index k varies from 1 to [x], the greatest 
integer <x. If 0 < x < 1 the sum is empty and we assign it the value 0. Our 
goal is to determine the behavior of this sum as a function of x, especially 
for large x. 

For the divisor function we will prove a result obtained by Dirichlet 
in 1849, which is stronger than (l), namely 

(2) 1 d(k) = x log x + (2C - 1)x + O(&) 
ksx 

for all x 2 1. Here C is Euler’s constant, defined by the equation 

(3) C = lim 1 + t + i + . . . + k - log n . 
n-+m ( > 

The symbol O(J-) p x re resents an unspecified function of x which grows no 
faster than some constant times ,/% This is an example of the “big oh” 
notation which is defined as follows. 

3.2 The big oh notation. Asymptotic equality 
of functions 

Definition If g(x) > 0 for all x 2 a, we write 

f(x) = W(x)) (read: “f(x) is big oh of g(x)“) 

to mean that the quotient j-(x)/g(x) is bounded for x 2 a; that is, there 
exists a constant M > 0 such that 

I f(x) I I Mg(x) for all x 2 a. 

An equation of the form 

f(x) = w + a.&)) 

means that f(x) - h(x) = O(g(x)). We note that f(t) = O@(t)) for t 2 a 
implies 1: f(t) dt = O(J: g(t) dt) for x 2 a. 

Definition If 

limf(x) = 1 
x-m cl(x) 

we say thatf(x) is asymptotic to g(x) as x -+ co, and we write 

f(x) - g(x) as x + co. 
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3 : Averages of arithmetical functions 

For example, Equation (2) implies that 

cd(k) - x log x asx+ co. 
k5.x 

In Equation (2) the term x log x is called the asymptotic value of the sum; 
the other two terms represent the error made by approximating the sum 
by its asymptotic value. If we denote this error by E(x), then (2) states that 

(41 E(x) = (2C - 1)x + O(&). 

This could also be written E(x) = O(x), an equation which is correct but 
which does not convey the more precise information in (4). Equation (4) 
tells us that the asymptotic value of E(x) is (2C - 1)x. 

3.3 Euler’s summation formula 

Sometimes the asymptotic value of a partial sum can be obtained by com- 
paring it with an integral. A summation formula of Euler gives an exact 
expression for the error made in such an approximation. In this formula 
[t] denotes the greatest integer <t. 

Theorem 3.1 Euler’s summation formula. Zffhas a continuous derivativef’ 
on the interval [y, x], where 0 < y < x, then 

(5) y<;J(n) = j-f@) dt + j-0 - CtlU-‘@I dt 
Y 

+y fcNx1 - 4 - f(Y)(CYl - Y). 

Let m = [y], k = [Ix]. For integers n and n - 1 in [y, x] we have 

s 
n ” [t]f’(t) dt = 

s 
(n - l)f’(t) dt = (n - l){f(n) - f(n - 1)) 

II-1 n-l 

= {nf(n) - (n - l)f(n - 1)) - f(n). 

Summing from n = m + 1 to n = k we find 

s *ItIf.‘@) dt = i {MM - (n - l)f(n - 1)) - 1 f(n) 
m n=m+ 1 Y<flSX 

= M-(k) - d-(m) - 1 f(n), 
y<nsx 

hence 

(6) ,<~~,f’(n) = - /kC~lf’(O dt + W(k) - @+4 
m 

= - 
s 

x[t]f’(t) dt + kf(x) - mf(y). 
Y 
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3.4: Some elementary asymptotic formulas 

Integration by parts gives us 

p(t) dt = xf(x) - d-b) - j-if’@) dt, 
Y 

and when this is combined with (6) we obtain (5). El 

3.4 Some elementary asymptotic formulas 
The next theorem gives a number of asymptotic formulas which are easy 
consequences of Euler’s summation formula. In part (a) the constant C is 
Euler’s constant defined in (3). In part (b), i(s) denotes the Riemann zeta 
function which is defined by the equation 

* 1 
i(s)= C 7 ifs>l, 

n=~ n 
and by the equation n 

Theorem 3.2 Zfx 2 1 we have: 

(a) C L = log x + C + 0 
0 
f . 

nsx n 

(b) 1 f=G+i(s)+O(x-‘) 
n5.x 

(c) 1 4 = 0(x1-y ifs > 1. 
nzx n 

_, ,---..~ i 

5 fj@ 
‘90 I 

ifs > 0,s # 1. 

qz’ 

(d) c n’ = g+G + 0(x’) ifu 2 0. 
“5.x 

PROOF. For part (a) we take f(t) = I/t in Euler’s 
obtain 

= log x - 
s 

x t - [t] 
1 

7dt+l+Ol 
0 X 

= log x + 1 - 
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3 : Averages of arithmetical functions 

The improper integral Jy (t - [t])te2 dt exists since it is dominated by 
@ t-2 dt. Also, 

s 
m 1 +=A 

xt x 

so the last equation becomes 

n~X;=logx+l-~m~dt+O(;). 
1 

This proves (a) with 

C=l- 
s 

m t - [t] 

1 

tZ dt. 

Letting x --f co in (a) we find that 

so C is also equal to Euler’s constant. 
To prove part (b) we use the same type of argument with f(x) = x-‘, 

where s > 0, s # 1. Euler’s summation formula gives us 

s 
m t - [t] 

s+l dt + 0(x-“). 
1 t 

Therefore 

(7) zx;=& + C(s) + 0(x-“), 

where 

C(s) = 1 - & - s 
s 

m t - [t] 

1 ts+l dt. 

Ifs > 1, the left member of (7) approaches c(s) as x + cc and the terms x1-’ 
and x-’ both approach 0. Hence C(s) = c(s) ifs > 1. If 0 < s < 1, x-’ -+ 0 
and (7) shows that 

lim 
( 

C f; - G 
> 

= C(s). 
x+co nsxn 

Therefore C(s) is also equal to c(s) if 0 < s < 1. This proves (b). 

56 



3.5 : The average order of d(n) 

To prove (c) we use (b) with s > 1 to obtain 

“&$ = l(s) - n;x; = 2 + 0(x-“) = 0(x’-S) 
since x-’ I xl-‘. 

Finally, to prove (d) we use Euler’s summation formula once more with 
f(t) = t” to obtain 

c =J 
x 

n” t” dt + a ‘(t - [t]) dt + 1 - (x - [x])xa 
nsx 1 

xa+ 1 

=~---&+O(~~;tm-ldt)+O(xu) 
a+1 

= 2 + O(xU). 0 

3.5 The average order of d(n) 

In this section we derive Dirichlet’s asymptotic formula for the partial sums 
of the divisor function d(n). 

Theorem 3.3 For all x 2 1 we have 

(8) c d(n) = x log x + (2C - 1)x + O(G), 
“2X 

where C is Euler’s constant. 

PROOF. Since d(n) = Cd,” 1 we have 

This is a double sum extended over n and d. Since d In we can write n = qd 
and extend the sum over all pairs of positive integers q, d with qd I x. Thus, 

(9) cd(n) = ,cd 1. 
n5.x 

qd5.x 

This can be interpreted as a sum extended over certain lattice points in the 
qd-plane, as suggested by Figure 3.1. (A lattice point is a point with integer 
coordinates.) The lattice points with qd = n lie on a hyperbola, so the sum in 
(9) counts the number of lattice points which lie on the hyperbolas corre- 
sponding to n = 1,2, . . . , [xl. For each fixed d I x we can count first those 
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3 : Averages of arithmetical functions 

I , , 
I I I 1 

1 2 3 4 5 6 7 8 9 IO-’ 

Figure 3.1 

lattice points on the horizontal line segment 1 I q I x/d, and then sum over 
all d I x. Thus (9) becomes 

(10) cd(n) = C 1 1. 
n5.x d<x q<x/d 

Now we use part (d) of Theorem 3.2 with a = 0 to obtain 

qz,dl = f + O(l). 

Using this along with Theorem 3.2(a) we find 

Cd@)= &{ii n<x 
+ O(1) = x c 2 + O(x) } d<x l 

=x logx+C+O 1 
01 X 

+ O(x) = x log x + O(x). 

This is a weak version of (8) which implies 

n;:(n) 
- x log x as x + co 

and gives log n as the average order of d(n). 
To prove the more precise formula (8) we return to the sum (9) which 

counts the number of lattice points in a hyperbolic region and take advantage 
of the symmetry of the region about the line q = d. The total number of 
lattice points in the region is equal to twice the number below the line q = d 
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3.5 : The average order of d(n) 

Figure 3.2 

plus the number on the bisecting line segment. Referring to Figure 3.2 we 
see that 

Now we use the relation [y] = y + O(1) and parts (a) and (d) of Theorem 3.2 
to obtain 

= 2x log & + c + 0 -L (J;)}-2{;+o(&)}+om 

= x log x + (2C - 1)x + O(G). 

This completes the proof of Dirichlet’s formula. cl 

Note. The error term O(J) x can be improved. In 1903 Voronoi proved 
that the error is 0(x 1’3 log x); in 1922 van der Corput improved this to 
0(x33/100). The best estimate to date is O(X(~“~‘)+~) for every E > 0, obtained 
by Kolesnik [35] in 1969. The determination of the infimum of all 8 such that 
the error term is O(xe) is an unsolved problem known as Dirichlet’s divisor 
problem. In 1915 Hardy and Landau showed that inf 8 2 l/4. 
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3 : Averages of arithmetical functions 

3.6 The average order of the divisor 
functions a,(n) 

The case a = 0 was considered in Theorem 3.3. Next we consider real c1 > 0 
and treat the case a = 1 separately. 

Theorem 3.4 For all x 2 1 we have 

(11) np!n) = ; Kw + 0(x 1% 4. 

Note. It can be shown that ((2) = 7r2/6. Therefore (11) shows that the 
average order of a,(n) is x2412. 

PROOF. The method is similar to that used to derive the weak version of 
Theorem 3.3. We have 

dSx qSx/d 

qdsx 

= g&y + O(?)] = 5 &i + +&) 
x2 1 =-{- 
2 x + C(2) + 0 

( >I 
$ + 0(x log X)’ ; 1(2)x2 + 0(x log x), 

where we have used parts (a) and (b) of Theorem 3.2. 

Theorem 3.5 Zfx 2 1 and a > 0, a # 1, we have 

Cl 

where /I = max{l, a}. 

PROOF. This time we use parts (b) and (d) of Theorem 3.2 to obtain 

xa+l 

i 

X-a + C(a + 1) + 
a+1 -a 

0(x-*-‘) 
I 

+ 0 
(1 
x= z + i(a) + 0(x-“) 

I> 

lla + 1) = ~ x=+.l + O(x) + O(1) + O(x”l) = s x =+I 
a+1 

+ O(xS) 

where fl = max{l, a}. 0 
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3 .I : The average order of cp(n) 

To find the average order of a,(n) for negative c1 we write c( = -p, where 
j? > 0. 

Theorem 3.6 If/3 > 0 let 6 = max{O, 1 - b}. Then ifx > 1 we have 

n~x~-&nJ = LIP + 1)x +. 0(x’) if D Z 1, 

= &2)x + O(log x) if/? = 1. 

PROOF. We have 

The last term is O(log x) if j? = 1 and 0(x’) if /3 # 1. Since 

1 
xd$jm= 

x’-B 
-p + &I + 1)x + 0(x- 8) = [(p + 1)x + 0(x1-P) 

this completes the proof. 0 

3.7 The average order of q(n) 

The asymptotic formula for the partial sums of Euler’s totient involves the 
sum of the series 

This series converges absolutely since it is dominated by I:= 1 nm2. In a later 
chapter we will prove that 

(12) “p&&&. 
Assuming this result for the time being we have 

by part (c) of Theorem 3.2. We now use this to obtain the average order of q(n). 
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3 : Averages of arithmetical functions 

Theorem 3.7 For x > 1 we have 

(13) “ip(n) = ; x2 + 0(x log x), 

so the average order of q(n) is 3nlx2. 

PROOF. The method is similar to that used for the divisor functions. We start 
with the relation 

and obtain 

= jgAd){;($y + o(;)} 

Lx21 fg+o 

d$x ( ) 
xc; 

d5.x 

=fx’{~+O(~)}+o(xlogx)=~x~+O(xlogx). 0 

3.8 An application to the distribution of 
lattice points visible from the origin 

The asymptotic formula for the partial sums of q(n) has an interesting 
application to a theorem concerning the distribution of lattice points in the 
plane which are visible from the origin. 

Definition Two lattice points P and Q are said to be mutually visible if the 
line segment which joins them contains no lattice points other than the 
endpoints P and Q. 

Theorem 3.8 Two lattice points (a, b) and (m, n) are mutually visible if, and 
only if, a - m and b - n are relatively prime. 

PROOF. It is clear that (a, b) and (m, n) are mutually visible if and only if 
(a - m, b - n) is visible from the origin. Hence it suffices to prove the theorem 
when (m, n) = (0,O). 

Assume (a, b) is visible from the origin, and let d = (a, b). We wish to 
prove that d = 1. If d > 1 then a = da’, b = db’ and the lattice point (a’, b’) is 
on the line segment joining (0,O) to (a, b). This contradiction proves that 
d = 1. 
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3.8 : An application to the distribution of lattice points visible from the origin 

Conversely, assume (a, b) = 1. If a lattice point (a’, b’) is on the line segment 
joining (0,O) to (a, b) we have 

a’ = ta, b’ = tb, where 0 < t < 1. 

Hence t is rational, so t = r/s where r, s are positive integers with (r, s) = 1. 
Thus 

sa’ = ar and sb’ = br, 

so s lar, s 1 br. But (s, r) = 1 so s la, sI b. Hence s = 1 since (a, b) = 1. This 
contradicts the inequality 0 < t < 1. Therefore the lattice point (a, b) is 
visible from the origin. 0 

There are infinitely many lattice points visible from the origin and it is 
natural to ask how they are distributed in the plane. 

Consider a large square region in the xy-plane defined by the inequalities 

1x1 I r, IYI I r. 

Let N(r) denote the number of lattice points in this square, and let N’(r) 
denote the number which are visible from the origin. The quotient N’(r)/N(r) 
measures the fraction of those lattice points in the square which are visible 
from the origin. The next theorem shows that this fraction tends to a limit as 
r --, co. We call this limit the density of the lattice points visible from the 
origin. 

Theorem 3.9 The set of lattice points visible from the origin has density 6/rc2. 

PROOF. We shall prove that 

N’(r) 6 

!!ff N(r) =2’ 

The eight lattice points nearest the origin are all visible from the origin. 
(See Figure 3.3.) By symmetry, we see that N’(r) is equal to 8, plus 8 times the 
number of visible points in the region 

{(x, y): 2 I x I r, 1 I y I x}, 

(the shaded region in Figure 3.3). This number is 

N’(r) = 8 + 8 c c 1 = 8 1 q(n). 
25in5rl~mcn 1<nsr 

(m,n)=l 

Using Theorem 3.7 we have 

N’(r) = $ r2 + O(r log r). 
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3 : Averages of arithmetical functions 

Figure 3.3 

But the total number of lattice points in the square is 

N(r) = (2[r] + 1)2 = (2r + O(l))2 = 4r2 + O(r) 

SO 

242 

N’(r) 
7L2 r + O(r log r) 

N(r) 4r2 + O(r) = 

Hence as r + co we find N’(r)/N(r) -+ 6/7c*. q 

Note. The result of Theorem 3.9 is sometimes described by saying that a 
lattice point chosen at random has probability 6/n* of being visible from the 
origin. Or, if two integers a and b are chosen at random, the probability that 
they are relatively prime is 6/7r*. 

3.9 The average order of p(y1) and of A(n) 

The average orders of p(n) and h(n) are considerably more difficult to deter- 
mine than those of q(n) and the divisor functions. It is known that p(n) has 
average order 0 and that A(n) has average order 1. That is, 

and 
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3.10: The partial sums of a Dirichlet product 

but the proofs are not simple. In the next chapter we will prove that both these 
results are equivalent to the prime number theorem, 

lim 
7r(x)log x = 1, 

x-m X 

where rc(x) is the number of primes 5 x. 
In this chapter we obtain some elementary identities involving p(n) and 

A(n) which will be used later in studying the distribution of primes. These 
will be derived from a general formula relating the partial sums of arbitrary 
arithmetical functionsfand g with those of their Dirichlet product f * g. 

3.10 The partial sums of a Dirichlet product 

Theorem 3.10 Zfh = f* g, let 

H(x) = 1 h(n), x4 = 1 f(n), and G(x) = c g(n). 
n5.x ndx “5X 

Then we have 

(14) 

PROOF. We make use of the associative law (Theorem 2.21) which relates the 
operations 0 and *. Let 

U(x) = 1 0 ifO<x<l, 
1 ifxrl. 

Then F = f 0 U, G = g 0 U, and we have 

f~G=f~(gd)=(f*gbU=K 
goF=go(f oU)=@*f)oU=H. 

This completes the proof. cl 

If g(n) = 1 for all n then G(x) = [xl, and (14) gives us the following 
corollary: 

Theorem 3.11 ZfS’(x) = xnsxf(n) we have 

(15) 
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3 : Averages of arithmetical functions 

3.11 Applications to p(n) and A(n) 

Now we take f(n) = p(n) and A(n) in Theorem 3.11 to obtain the following 
identities which will be used later in studying the distribution of primes. 

Theorem 3.12 For x 2 1 we have 

(16) 

and 

(17) 

X c 41 nsx 
pn n =l 

CA( )[ X 
n - ] = log [x] !. 

“4X n 

PROOF. From (15) we have 

and 

cl 

Note. The sums in Theorem 3.12 can be regarded as weighted averages 
of the functions p(n) and A(n). 

In Theorem 4.16 we will prove that the prime number theorem follows 
from the statement that the series 

i1q 

converges and has sum 0. Using (16) we can prove that this series has bounded 
partial sums. 

Theorem 3.13 For all x 2 1 we have 

(18) 

with equality holding only ifx < 2. 

PROOF. If x < 2 there is only one term in the sum, ~(1) = 1. Now assume 
that x 2 2. For each real y let {y} = y - [JJ]. Then 
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Since 0 I {y} < 1 this implies 

Dividing by x we obtain (18) with strict inequality. 0 

We turn next to identity (17) of Theorem 3.12, 

(17) m )[ X 
n - ] = log[x] !, 

nsx n 

and use it to determine the power of a prime which divides a factorial. 

Theorem 3.14 Legendre’s identity. For every x 2 1 we have 

(19) [x] ! = l--I p=(p) 
p5.X 

where the product is extended over all primes IX, and 

(20) 

Note. The sum for a(p) is finite since [x/p*] = 0 for p > x. 

PROOF. Since A(n) = 0 unless n is a prime power, and h(p”) = log p, we have 

where cc(p) is given by (20). The last sum is also the logarithm of the product 
in (19), so this completes the proof. q 

Next we use Euler’s summation formula to determine an asymptotic 
formula for log[x] !. 

Theorem 3.15 Zfx 2 2 we have 

(21) log[x]! = x log x - x + O(log x), 

and hence 

(22) CA( )[ X 
n - ] = x log x - x + O(log x). 

nsx n 
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3 : Averages of arithmetical functions 

PROOF. Taking f(t) = log t in Euler’s summation formula (Theorem 3.1) 
we obtain 

c log II = s’log t dt + i’ y dt - (x - [x])log x 
nsx 1 1 

=xlogx-x+1+ 
s 

x t - [t] 
~ dt + O(log x). 

1 t 

This proves (21) since 

= O(log x), 

and (22) follows from (17). 

The next theorem is a consequence of (22). 

Theorem 3.16 For x 2 2 we have 

(23) 4 T log p = x log x + O(x), 
p4.x P 

where the sum is extended over all primes Ix. 

PROOF. Since A(n) = 0 unless n is a prime power we have 

Now pm I x implies p I x. Also, [x/pm] = 0 if p > x so we can write the 
last sum as 

Next we prove that the last sum is O(x). We have 

1 1% P = x~logp.+ = ~ 
p5.X 1-A xp5c P(P - 1) 

P 
m log n 
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3.12: Another identity for the partial sums of a Dirichlet product 

Hence we have shown that 

z[l ; 44 = ,g ; 1% P + O(x), n5.x [I 
which, when used with (22), proves (23). 0 

Equation (23) will be used in the next chapter to derive an asymptotic 
formula for the partial sums of the divergent series 1 (l/p). 

3.12 Another identity for the partial sums of 
a Dirichlet product 

We conclude this chapter with a more general version of Theorem 3.10 that 
will be used in Chapter 4 to study the partial sums of certain Dirichlet 
products. 

As in Theorem 3.10 we write 

m = 1 f(n), G(x) = 1 s(n), and N.4 = C (f * s)(n) 

so that 
“2.X “2.X “4X 

Theorem 3.17 Zf a and b are positive real numbers such that ab = x, then 

(24) 2 f(Mq) = n$af(n)G 

Figure 3.4 

69 



3 : Averages of arithmetical functions 

PROOF. The sum H(x) on the left of (24) is extended over the lattice points in 
the hyperbolic region shown in Figure 3.4. We split the sum into two parts, 
one over the lattice points in A u B and the other over those in B u C. The 
lattice points in B are covered twice, so we have 

fm = c c fedd + c c f(Md - 1 1 fb%(q), 
d<a qSx/d qbb dSx/q dsa q<b 

which is the same as (24). q 

Note. Taking a = 1 and b = 1, respectively, we obtain the two equations 
in Theorem 3.10, since f(1) = F(1) and g(1) = G(1). 

Exercises for Chapter 3 

1. Use Euler’s summation formula to deduce the following for x 2 2: 

(a) 1 !S!f = ;log’X + A + 0 , where A is a constant. 
ndx n 

, where B is a constant. 

2. If x 2 2 prove that 

n;X it; = f log2 x + 2C log x + O(l), where C is Euler’s constant. 

3. If x 2 2 and do > 0, c( # 1, prove that 

“g? = 
xl-a log x 

1 _ cL + &x)2 + 0(x’-“). 

4. If x 2 2 prove that: 

(a) 1 p(n) 
n_<x 

5. If x 2 1 prove that: 

These formulas, together with those in Exercise 4, show that, for x 2 2, 

mzxdn) = i & + 0(x log x) and “TX y = $ + O(log x). 
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6. If x 2 2 prove that 

where C is Euler’s constant and 

7. 

m /4n)log n 
A=x2-. 

“=, 

In a later chapter we will prove that I.“= i &t)n-” = l/&z) if c( > 1. Assuming this, 
prove that for x 2 2 and CI > 1, a # 2, we have 

8. If a I 1 and x 2 2 prove that 

“;x 7 = 2 & + 0(x’-= log x). 

9. In a later chapter we will prove that the infinite product n, (1 - pe2), extended 
over all primes, converges to the value l/[(2) = 6/r?. Assuming this result, prove 
that 

(a) - 44 -F -- a(n) 112 
< < ifn 2 2. 

n dn) 6 n 
[Hint: Use the formula q(n) = n n,,,, (1 - p- ‘) and the relation 

1 1+x 1+x+x2+...=-=- 1 

l-x 1 - x2 
with x = -. 

P 1 
(b) If x > 2 prove that 

10. 

11. 

If x 2 2 prove that 

Let cpt(n) = n Edin IAd)I/d. 

Exercises for Chapter 3 

“TX & = O(x). 

(a) Prove that qi is multiplicative and that VI(n) = n npl. (1 + p-l). 
(b) Prove that 

cpl(n) = d~n~(4~ 
0 

s 

where the sum is over those divisors of n for which d2 1 n. 
(c) Prove that 

nTxcph) =d~fi&fP 
0 

$ , where S(x) = C dk), 
k_<x 
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3 : Averages of arithmetical functions 

then use Theorem 3.4 to deduce that, for x 2 2, 

pI(4 = $$ x2 + 0(x 1% 4 

As in Exercise 7, you may assume the result c.“= i &t)n-” = l/~(cc) for tl > 1. 

12 For real s > 0 and integer k 2 1 find an asymptotic formula for the partial sums 

2 i. 
(“,k)= t 

with an error term that tends to 0 as x + co. Be sure to include the case s = 1. 

PROPERTIESOFTHEGREATEST-INTEGER FUNCTION 

For each real x the symbol [x] denotes the greatest integer 5x. Exercises 13 
through 26 describe some properties of the greatest-integer function. In these 
exercises x and y denote real numbers, n denotes an integer. 

13. Prove each of the following statements: 

(a) Ifx=k+ywherekisanintegerandO<y<l,thenk=[x]. 
(b) [x + n] = [x] + n. 

(d) [x/n] = [[xl/n] if n 2 1. 

14. If 0 < y < 1, &hat are the possible values of [x] - [x - y]? 

15. The number {x} = x - [x] is called the fractional part of x. It satisfies the in- 
equalities 0 < {x} < 1, with,{x} = 0 if, and only if, x is an integer. What are the 
possible values of {x} + { - x} ? 

16. (a) Prove that [2x] - 2[x] is either 0 or 1. 
(b) Prove that [2x] + [2y] 2 [x] + [y] + [x + y]. 

17. Prove that [x] + [x + f] = [2x] and, more generally, 

n-1 

I[ 1 li=O x + ; = [nx]. 
lg. Letf(x) = x - [x] - $. Prove that 

gJ(x + ;) = f(n4 

and deduce that 

< 1 for all m 2 1 and all real x. 

19. Given positive odd integers h and k, (h, k) = 1, let n = (k - 1)/2, b = (h - 1)/2. 

(a) Prove that I:= i [iv/k] + I:= i [kr/h] = ab. Hint. Lattice points. 
(b) Obtain a corresponding result if (h, k) = d. 
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Exercises for Chapter 3 

20. If n is a positive integer prove that [A + -1 = [J4-1. 

21. Determine all positive integers n such that [A] divides n. 

22 If n is a positive integer, prove that 

[ 25- I[ 
n - 17 

8n + 13 
n-12- __ ’ ‘I 25 

3 

is independent of n. 

23. Prove that 

24. Prove that 

25. Prove that 

and that 

26. If a = 1,2, ,7 prove that there exists an integer b (depending on n) such that 

jl [;I = [qq 
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4 Some Elementary Theorems on the 
Distribution of Prime Numbers 

4.1 Introduction 

If x > 0 let X(X) denote the number of primes not exceeding x. Then n(x) -+ cc 
as x + co since there are infinitely many primes. The behavior of Z(X) as a 
function of x has been the object of intense study by many celebrated mathe- 
maticians ever since the eighteenth century. Inspection of tables of primes 
led Gauss (1792) and Legendre (1798) to conjecture that n(x) is asymptotic to 
x/log x, that is, 

lim 64og x 1 = . 
x-cc X 

This conjecture was first proved in 1896 by Hadamard [28] and de la Vallee 
Poussin [71] and is known now as the prime number theorem. 

Proofs of the prime number theorem are often classified as analytic or 
elementary, depending on the methods used to carry them out. The proof of 
Hadamard and de la Vallee Poussin is analytic, using complex function 
theory and properties of the Riemann zeta function. An elementary proof 
was discovered in 1949 by A. Selberg and P. Erdiis. Their proof makes no 
use of the zeta function nor of complex function theory but is quite intricate. 
At the end of this chapter we give a brief outline of the main features of the 
elementary proof. In Chapter 13 we present a short analytic proof which is 
more transparent than the elementary proof. 

This chapter is concerned primarily with elementary theorems on primes. 
In particular, we show that the prime number theorem can be expressed in 
several equivalent forms. 
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4.2: Chebyshev’s functions +(s) and 3(s) 

For example, we will show that the prime number theorem is equivalent 
to the asymptotic formula 

(1) n5-yA(n) - x as x + z. 

The partial sums of the Mangoldt function A(n) define a function introduced 
by Chebyshev in 1848. 

4.2 Chebyshev’s functions ti(x) and Y(x) 

Definition For x > 0 we define Chebyshev’s e-function by the formula 

4%) = 1 A(n). 
n2.x 

Thus, the asymptotic formula in (1) states that 

(2) lim !!!I!2 = 1 
I- cc x . 

Since A(n) = 0 unless n is a prime power we can write the definition of 
$(x) as follows : 

W = 1 A(4 = 2 1 NP”) = f c log P. 
n 5 x m=l p m=l psx’fm 

pm<, 

The sum on m is actually a finite sum. In fact, the sum on p is empty if xlim < 2, 
that is, if (l/m)log x < log 2, or if 

m > 1% x __ = log, x. 
log 2 

Therefore we have 

444 = c 1 1% P. 
Ins log*x psx*/m 

This can be written in a slightly different form by introducing another 
function of Chebyshev. 

Definition If x > 0 we define Chebyshev’s g-function by the equation 

w = 1 log p, p5.X 
where p runs over all primes IX. 
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4: Some elementary theorems on the distribution of prime numbers 

The last formula for 1,9(x) can now be restated as follows: 

(3) l)(x) = 1 9(x”“). 
m 5 log&c 

The next theorem relates the two quotients +(x)/x and 9(x)/x. 

Theorem 4.1 For x > 0 we have 

o I be4 %d < (log xJ2 

X X - 24% log 2. 

Note. This inequality implies that 

In other words, if one of $(x)/x or 8(x)/x tends to a limit then so does the other, 
and the two limits are equal. 

PROOF. From (3) we find 

0 5 lj(x) - 9(x) = c 9(x”“). 
29ms logp 

But from the definition of 9(x) we have the trivial inequality 

9(x) I c log x I x log x 
PSX 

so 

0 I $(x) - 9(x) I 1 X1’m log(x”“) (log, 5 x)&C log fi 
2sms log&c 

log x _ & JJI(log xl2 
log 2 

log x = 
2 2 log2 . 

Now divide by x to obtain the theorem. q 

4.3 Relations connecting 9(x) and TT(.X) 

In this section we obtain two formulas relating 9(x) and n(x). These will be 
used to show that the prime number theorem is equivalent to the limit 
relation 

lim 90 = 1. 
x-+m x 

Both functions n(x) and 9(x) are step functions with jumps at the primes; 
z(x) has a jump 1 at each prime p, whereas 9(x) has a jump of log p at p. Sums 
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4.3: Relations connecting 3(s) and a(s) 

involving step functions of this type can be expressed as integrals by means of 
the following theorem. 

Theorem 4.2 Abel’s identity. For any arithmetical function a(n) let 

44 = C 44, 
“5.X 

where A(x) = 0 if x < 1. Assumef has a continuous derivative on the interval 
[y, x], where 0 < y < x. Then we have 

(4) c a(n)f(n) = AWW - NYMY) - ~AWW dt. 
YC”5.T Y 

PROOF. Let k = [x] and m = [y], so that A(x) = A(k) and A(y) = A(m). 
Then 

y<~sxa(n)f(n) = n=$+14Mn) = n=$+li4n) - A(n - l)If(n) 

= n=$+la(n)l(4 - k~lA(n)f(n + 1) 
ll=lPl 

k-l 

= n=~+lA(n)if(n) - f(n + 1)) + NMk) - &Mm + 1) 

=- nI$l lA(n) fil/‘(t) dt + 4WM - A(m)f(m + 1) 
n 

=- “il S” ‘A(t)f’(t) dt + A(k)f(k) - A(m)f(m + 1) 
n=m+l n 

=-- A(t)f’(t) dt + A(x)f(x) - S’A(t)f’(t) dt 
k 

- A(y)f(y) - c’ IA dt 

= A(x)f(x) - Ah - S^a(tV’@) dt. cl 
Y 

ALTERNATE PROOF. A shorter proof of (4) is available to those readers 
familiar with Riemann-Stieltjes integration. (See [2], Chapter 7.) Since A(x) 
is a step function with jump f(n) at each integer n the sum in (4) can be 
expressed as a Riemann-Stieltjes integral, 
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4: Some elementary theorems on the distribution of prime numbers 

Integration by parts gives us 

= f(xMC4 - ~(YMY) - s x4W’(t) dt. 0 
Y 

Note. Since A(t) = 0 if t < 1, when y < 1 Equation (4) takes the form 

(5) n$x4M4 = 4M4 - j)(t)f’(t) dt. 

It should also be noted that Euler’s summation formula can easily be 
deduced from (4). In fact, if a(n) = 1 for all n 2 1 we find A(x) = [x] and (4) 
implies 

y<~5xf(n) = fC4Cxl - f(y)Cyl - jb-Yl) dt. 
Y 

Combining this with the integration by parts formula 

j-if’(t) dt = d-(x) - yf(y) - j-f(t) dt 
Y Y 

we immediately obtain Euler’s summation formula (Theorem 3.1). 

Now we use (4) to express 9(x) and n(x) in terms of integrals. 

Theorem 4.3 For x 2 2 we have 

(6) 9(x) = rc(x)log x - J; $) dt 

and 

(7) 7r(X) = - 
@) + 

log x . 

PROOF. Let a(n) denote the characteristic function of the primes; that is, 

Then we have 

a(n) = 
1 if n is prime, 

0 otherwise. 

n(x) = 1 1 = 1 a(n) and 9(x) = c log p = 1 a(n) n. 
psx 1 -cnsx PSX 1cnsx 
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4.4: Some equivalent forms of the prime number theorem 

Takingf(x) = log x in (4) with y = 1 we obtain 

9(x) = 1 a(n) n = n(x)log x - 7c(l)log 1 - 
1 cn5.x 

which proves (6) since n(t) = 0 for t < 2. 
Next, let b(n) = a(n) log n and write 

44 = 1 w & 44 = 1 w. 
3/2<n<x nsx 

Takingf(x) = l/log x in (4) with y = 3/2 we obtain 

w 9(3/z) 71(x) = ~ - - 
log x log 312 + s 

x w dt 
312 FG& ’ 

which proves (7) since S(t) = 0 if t < 2. q 

4.4 Some equivalent forms of the prime 
number theorem 

Theorem 4.4 The following relations are logically equivalent: 

(8) lim 
7r(x)log x = 1. 

x-m X 

(9) lim 90 = 1 
x-03 x . 

W-9 lim !!!!&.I = 1. 
x+m x 

PROOF. From (6) and (7) we obtain, respectively, 

and 

%) 7c(x)log x 1 X n(t) ----= 
X X 

-1 --dt 
x2 t 

n(x)log x 9(x) log x =-++ X S(t) dt 
X X s x 2 iTip 

To show that (8) implies (9) we need only show that (8) implies 

lim 1 
s 

?!!?dt=O 
.x+00 x2 t 

But (8) implies Fj = 0 for t 2 2 so 

1 
s 

x n:(t) - -dt = O(; j:&). 
x2t 
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4: Some elementary theorems on the distribution of prime numbers 

Now 

SO 

- xdt+O 1 

s log t 
asx+ co. 

x 2 

This shows that (8) implies (9). 
To show that (9) implies (8) we need only show that (9) implies 

Iirn 1% x 
x - 1 x 

But (9) implies G(t) = O(t) so 

log x 
-4 

x S(t) dt 

x 2 t 

Now 

hence 

s x 9(t) dt o 

2z&5=. 

= o(q+g. 

~ xdr+O log x 
s 

asx+ co. 
x 2 log2 t 

This proves that (9) implies (8), so (8) and (9) are equivalent. We know 
already, from Theorem 4.1, that (9) and (10) are equivalent. 0 

The next theorem relates the prime number theorem to the asymptotic 
value of the nth prime. 

Theorem 4.5 Let pn denote the nth prime. Then the following asymptotic 
relations are logically equivalent: 

(11) lim 
x(x)log x = 1. 

x-tm X 

(12) 
Iirn 7+4og w l 

= . 

x-tm X 

(13) lim --EC- = 1. 
“-+a? n log n 
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4.4: Some equivalent forms of the prime number theorem 

PROOF. We show that (11) implies (12), (12) implies (13), (I 3) implies (12), and 
(12) implies (11). 

Assume (11) holds. Taking logarithms we obtain 

lim [log n(x) + log log x - log x] = 0 

or 

lim log x ~ 1% 4-4 + 1% log x _ 1 
= 

o 
x - m [ ( log x log x I 

Since log x + cc as x + co it follows that 

*im 
( 

1% 4x) + 1% log x 
log x log x 

-1 =o 
x-rcc > 

from which we obtain 

lim log 44 1. -= 
x+02 log x 

This, together with (1 l), gives (12). 
Now assume (12) holds. If x = P. then n(x) = n and 

7c(x)log n(x) = n log n 

so (12) implies 

n log n 
lim - = 1. 

“‘co P" 

Thus, (12) implies (13). 
Next, assume (13) holds. Given x, define n by the inequalities 

P,-<X<Pn+l, 

so that n = x(x). Dividing by n log n, we get 

Pn < x < Pn+1 (n + l)log(n + 1) ----= 
n log n - n log n n log n (n + lp;Oiin + 1) n logn * 

Now let n + cc and use (13) to get 

lim ?--- = 1, or lim 
X 

1. 
“-CC n log n x-+02 rc(x)log 7c(x) = 

Therefore, (13) implies (12). 
Finally, we show that (12) implies (11). Taking logarithms in (12) we 

obtain 
lim (log n(x) + log log z(x) - log x) = 0 
x-m 

or 

lim log z(x) 1 + 
[ ( 

log log.x(x) log x 

x-03 log 4-4 
-~ =o. 

1% 44 >I 
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4: Some elementary theorems on the distribution of prime numbers 

Since log z(x) + 00 it follows that 

or 

lim log ’ 1 
x+mlog.o= . 

This, together with (12), gives (11). 0 

4.5 Inequalities for n(n) and p,, 

The prime number theorem states that rc(n) N n/log n as n -+ CO. The in- 
equalities in the next theorem show that n/log n is the correct order of 
magnitude of n(n). Although better inequalities can be obtained with greater 
effort (see [60]) the following theorem is of interest because of the elementary 
nature of its proof. 

Theorem 4.6 For every integer n 2 2 we have 

1 n 
(14) 6 log n 

< x(n) < 6 II. 
log n 

PROOF. We begin with the inequalities 

where 
2n 0 (2n)! . 

= - 
n!n! 

1s a binomial coefficient. The rightmost inequality 
n 

follows from the relation 

4” = (1 + 1)2” = 1 
,‘=a(?) > (t)~ 

and the other one is easily verified by induction. Taking logarithms in (15) we 
find 

(16) nlog2 I log(2n)! - 2logn! < nlog4. 

But Theorem 3.14 implies that 

log n ! = C a(p) p 
p<n 

where the sum is extended over primes and a(p) is given by 

[ 1 * 
1% P 

cc(p) = c ; [I m=l P 
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4.5: Inequalities for IL@) and p. 

Hence 

(17) log(2n)! - 2logn! = 1 
ps2n 

Since [2x] - 2[x] is either 0 or 1 the leftmost inequality in (16) implies 

n log 2 I C 
ps2n 

This gives us 

log p I C log 2n = n(2n)log 2n. 
ps2n 

W3) 
7c(2n) __ log n 2 2n 2 1 2n 2 = __ __ log 

__ 
log 2n log 2n 2 ’ 4 log 2n 

since log 2 > l/2. For odd integers we have 

1 2n 
7c(2n + 1) 2 n(2n) > $ & > - __ 

2n + 1 
2n log(2n 

,A 2n+l 
4 + 1 1) - + 6 log(2n + 1) 

since 2n/(2n + 1) 2 2/3. This, together with (18), gives us 

1 n 
7r(n) > - ~ 

6 log n 

for all n 2 2, which proves the leftmost inequality in (14). 
To prove the other inequality we return to (17) and extract the term 

corresponding to m = 1. The remaining terms are nonnegative so we have 

log(2n)! - 2logn! 2 1 pc2n El - 2[309~. 
For those primes p in the interval n < p I 2n we have [2n/p] - 2[n/p] = 1 
so 

log(2n)! - 2 log n ! 2 .<g 2nlog p = 9(2n) - 9(n). 

Hence (16) implies 

9(2n) - 9(n) < n log 4. 

In particular, if n is a power of 2, this gives 

9(2r+l) - 9(2’) < 2’ log 4 = 2’+’ log 2. 

Summingonr = 0,1,2, . . . . k, the sum on the left telescopes and we find 

9(2k+r) < 2k+2 log 2. 

Now we choose k so that 2k I n < 2k+’ and we obtain 

9(n) 5 9(2k+1) < 2k+2 log 2 5 4n log 2. 
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4: Some elementary theorems on the distribution of prime numbers 

ButifO<cc<lwehave 

hence 

@c(n) - n(n”))log n= < 1 log p I 9(n) < 4n log 2, 
n=cp_<n 

4n log 2 
n(n) < ~ + 7+P) < 

4n log 2 
c1 log n ct log 12 

+ na 

n =- 
( 

4log2 +logn - - 
log n cI > 

n’-a . 

Now if c > 0 and x 2 1 the functionf(x) = x-’ log x attains its maximum 
at x = e’jC, so n-’ log n I l/(ce) for n 2 1. Taking 01 = 213 in the last 
inequality for n(n) we find 

This completes the proof. q 

Theorem 4.6 can be used to obtain upper and lower bounds on the size 
of the nth prime. 

Theorem 4.7 For n 2 1 the nth prime pn satisfies the inequalities 

1 
6 

nlogn<p,<12 nlogn+nlog:. 
( ) 

PROOF. If k == pn then k 2 2 and n = n(k). From (14) we have 

hence 

k 
n = n(k) < 6 - = 6 ” ~ 

log k log P” 

pn > i n log pn > k n log n. 

This gives the lower bound in (19). 
To obtain the upper bound we again use (14) to write 

1k IP, n = x(k) > - ___ = -__ 
6 log k 6 log P. ’ 

from which we find 

(20) 
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4.6: Shapiro’s Tauberian theorem 

Since log x I (2/e)& if x 2 1 we have log pn < (2/e)&, so (20) implies 

;;;;,<$I. 

Therefore 

; log Pn < log ?I + log 4 

which, when used in (20), gives us 

This proves the upper bound in (19). 0 

Note. The upper bound in (19) shows once more that the series 

nzl: 

diverges, by comparison with I:= 2 l/(n log n). 

4.6 Shapiro’s Tauberian theorem 

We have shown that the prime number theorem is equivalent to the 
asymptotic formula 

In Theorem 3.15 we derived a related asymptotic formula, 

(22) m I[ X 
n - ] = x log x - x + O(log x). 

“5.x n 

Both sums in (21) and (22) are weighted averages of the function A(n). 
Each term A(n) is multiplied by a weight factor l/x in (21) and by [x/n] in (22). 

Theorems relating different weighted averages of the same function are 
called Tauberian theorems. We discuss next a Tauberian theorem proved in 
1950 by H. N. Shapiro [64]. It relates sums of the form & sX a(n) with those of 
the form Cnsx a(n) [x/n] for nonnegative a(n). 

Theorem 4.8 Let {a(n)> be a nonnegative sequence such that 

(23) nTf(n) [I z = x log x + O(x) for all x 2 1. 
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4: Some elementary theorems on the distribution of prime numbers 

Then : 
(a) For x 2 1 we have 

“YX $ = log x + O(1). 

(In other words, dropping the square brackets in (23) leads to a correct 
result.) 

(b) There is a constant B > 0 such that 

n5Xa(n) I Bx for all x 2 1. 

(c) There is a constant A > 0 and an x0 > 0 such that 

n;Xa(n) 2 Ax for all x 2 x0. 

PROOF. Let 

S(x) = Ca(n), 
“5.x 

T(x) = c u(n) . 
n5.x 

First we prove (b). To do this we establish the inequality 

(24) S(x) - S . 

We write 

Since [2y] - 2[y] is either 0 or 1, the first sum is nonnegative, so 

T(x) - 27’6) 2 x,2~sx[~]4n) = x,2~s4n) = S(x) - Sk). 

This proves (24). But (23) implies 

T(x) - 2T 
0 

5 = x log x + O(x) - 2 ; log ; + O(x) = O(x). 

Hence (24) implies S(x) - S(x/2) = O(x). This means that there is some 
constant K > 0 such that 

<Kx forallxk 1. 

86 



4.6: Shapiro’s Tauberian theorem 

Replace x successively by x/2, x/4, . . . to get 

s(;)-s&K;, 

Sk)-s&K;, 
etc. Note that S(x/2”) = 0 when 2” > x. Adding these inequalities we get 

S(x) I Kx 1 + ; + $ + . . . 
> 

= 2Kx. 

This proves (b) with B = 2K. 
Next we prove (a). We write [x/n] = (x/n) + O(1) and obtain 

T(x)= 1 5 ()= 1 X+0(1) ()=xc$+o 1 () 
..,[nlan . ..(. Jan nsx LFn) 

= x 1 * + O(x), 
nsx n 

by part (b). Hence 

“&f$ = ; T(x) + O(1) = log x + O(1). 

This proves (a). 
Finally, we prove (c). Let 

A(x) = 1 a(n). 
nsx n 

Then (a) can be written as follows: 

A(x) = log x + R(x), 

where R(x) is the error term. Since R(x) = O(1) we have I R(x)1 I M for 
some M > 0. 

Choose tl to satisfy0 < a < 1 (we shall specify a more exactly in a moment) 
and consider the difference 

A(x) - A(ax) = 1 
ax<nx 

~=gy~n~x’. 

If x 2 1 and ax 2 1 we can apply the asymptotic formula for A(x) to write 

A(x) - A(orx) = log x + R(x) - (log ax + R(crx)) 
= -log c1 + R(x) - R(orx) 
2 -1ogcr - IR(x)l - IR(atx)I 2 -log a: - 2M. 
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4: Some elementary theorems on the distribution of prime numbers 

Now choose a so that -log c1 - 2M = 1. This requires log CI = - 2M - 1, 
or c1 = ePZM-r. Note that 0 < tl < 1. For this ~1, we have the inequality 

A(x) - A(ctx) 2 1 if x 2 l/cr. 

But 

A(x) - A(crx) = c 44 
LX<llS.X y I &“p(n) = so. 

CtX 

Hence 

S(x) -2 1 ifxk l/cr. 
c(X 

Therefore S(x) 2 ux if x 2 l/a, which proves (c) with A = CI and x,, = l/cr. 
0 

4.7 Applications of Shapiro’s theorem 

Equation (22) implies 

c4 I[ X 
n - ] = x log x + O(x). 

“2X n 

Since A(n) 2 0 we can apply Shapiro’s theorem with u(n) = A(n) to obtain: 

Theorem 4.9 For all x 2 1 we have 

n;x $ = log x + O(1). 

Also, there exist positive constants c1 and c2 such that 

l)(x) < ClX for all x 2 1 

and 

*(x) 2 c2x for all sufficiently large x. 

Another application can be deduced from the asymptotic formula 

4 2 log p = x log x + O(x) 
psx P 

proved in Theorem 3.16. This can be written in the form 

(26) 
X 

m[] ln - = x log x + O(x), 
n.sx n 
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4.8: An asymptotic formula for the partial sums cPSx (l/p) 

where A1 is the function defined as follows: 

Al(n) = 
log p if n is a prime p, 
o otherwise. 

Since Al(n) 2 0, Equation (26) shows that the hypothesis of Shapiro’s 
theorem is satisfied with a(n) = Al(n). Since 9(x) = xnsx A,(n), part (a) of 
Shapiro’s theorem gives us the following asymptotic formula. 

Theorem 4.10 For all x 2 1 we have 

(27) 
log P 

c P 
~ = log x + O(1). 

PSX 

Also, there exist positive constants c1 and c2 such that 

and 

9(x) 5 clx for all x 2 1 

9(x) 2 c2x for all sujkiently large x. 

In Theorem 3.11 we proved that 

for any arithmetical function f(n) with partial sums F(x) = Cnsx f(n). 
Since rl/(x) = xnsx A(n) and 9(x) = xnsx Al(n) the asymptotic formulas in 
(22) and (26) can be expressed directly in terms of $(x) and 9(x). We state 
these as a formal theorem. 

Theorem 4.11 For all x 2 1 we have 

(28) 
X 4) - = x log x - x + O(log x) 

“5.X n 

and 

X If > - = x log x + O(x). 
n5.x n 

4.8 An asymptotic formula for the partial 
SLmlS cp<x (l/P) 

In Chapter 1 we proved that the series 1 (l/p) diverges. Now we obtain an 
asymptotic formula for its partial sums. The result is an application of 
Theorem 4.10, Equation (27). 
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4: Some elementary theorems on the distribution of prime numbers 

Theorem 4.12 There is a constant A such that 

(29) zx i = log log x + A + 0 for all x 2 2. 

PROOF. Let 

A(x) = c - 
p<x P 

and let 

a(n) = 
1 if n is prime, 

0 otherwise. 

Then 

and A(x) = 1 F log n. 
“S.X 

Therefore if we takef(t) = l/log t in Theorem 4.2 we find, since A(t) = 0 for 
t < 2, 

(30) 

From (27) we have A(x) = log x + R(x), where R(x) = O(1). Using this on 
the right of (30) we find 

(31) 

Now 

~ = log log x - log log 2 

and 

I 
x R(t) dt = 

s 
m NO 

2 t log2 t dt - 
2 i-c& xtlog2t’* I 

m R(t) dt 
the existence of the improper integral being assured by the condition R(t) = 
O(1). But 

s 
* R(t) 
x --dt=O(j-;&)=o(&)- t log2 t 
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4.9 : The partial sums of the M6bius function 

Hence Equation (31) can be written as follows: 

~~~~=lo~lo~x+l-loglogZ+~m~dt+O~, 
2 t log t ( 1 

This proves the theorem with 

A = 1 - loglog + 
s 

O” W) & 
2tlogZt’ 

0 

4.9 The partial sums of the Miibius function 

Definition If x 2 1 we define 

M(x) = c 44. 
n2.x 

The exact order of magnitude of M(x) is not known. Numerical evidence 
suggests that 

IM(x)J < Ji ifx > 1, 

but this inequality, known as Mertens’ conjecture, has not been proved nor 
disproved. The best O-result obtained to date is 

M(x) = 0(X6(X)) 

where 6(x) = exp{ - A log3’5 x(log log x)- l”} for some positive constant A. 
(A proof is given in Walfisz [75].) 

In this section we prove that the weaker statement 

lim MO = 0 
x-tm X 

is equivalent to the prime number theorem. First we relate M(x) to another 
weighted average of p(n). 

Definition If x 2 1 we define 

H(x) = c /J(n)log n. 
“4.X 

The next theorem shows that the behavior of M(x)/x is determined by 
that of H(x)/(x log x). 

Theorem 4.13 We have 

lim MM 

( 

Wx) o 
--~ =, 

x-m X xlogx > 
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PROOF. Takingf(t) = log t in Theorem 4.2 we obtain 

s 
x H(x) = c p(n)log n = M(x)log x - M(t) dt - . 

flJ.x 1 t 

Hence if x > 1 we have 

M(x) H(x) 1 
xlogx s 

?!i!!(& 
X x logx 1 . t 

Therefore to prove the theorem we must show that 

(33) lim -L- 
s 

x M(t) -at = 0. 
x-m x log x 1 t 

But we have the trivial estimate M(x) = O(x) so 

s 
x M(t) -dt=O 1 t 

from which we obtain (33), and hence (32). q 

Theorem 4.14 The prime number theorem implies 

lim M(x) 0 --=. 
x-+m X 

PROOF. We use the prime number theorem in the form tj(x) N x and prove 
that H(x)/(x log x) + 0 as x + co. For this purpose we shall require the 
identity 

(34) -H(x) = - 1 @)log n = c .&I)$ ; 
n5x nsx 0 

. 

To prove (34) we begin with Theorem 2.11, which states that 

A(n) = - 1 /@log d 
din 

and apply Mobius inversion to get 

-&r)log n = c p(d)A . 
din 

Summing over all n I x and using Theorem 3.10 with f = p, g = A, we 
obtain (34). 

Since $(x) w x, if E > 0 is given there is a constant A > 0 such that 

4w I I - - 1 < E wheneverx 2 A. 
X 
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4.9: The partial sums of the Mijbius function 

In other words, we have 

(35) l+(x) - xl < EX whenever x L A. 

Choose x > A and split the sum on the right of (34) into two parts, 

2 + &. 

where y = [x/A]. In the first sum we have n I y so n I x/A, and hence 
x/n 2 A. Therefore we can use (35) to write 

IO I t/Ix -x <6x ifnsy. 
n n n 

Thus, 

< x + E 1 ; < x + &X(1 + log y) 
nsy 

< X + EX + EX log X. 

In the second sum we have y < n I x so n 2 y + 1. Hence 

because 

X X -<- <A 
n Y+l 

The inequality (x/n) < A implies $(x/n) I $(A). Therefore the second sum is 
dominated by x$(A). Hence the full sum in (34) is dominated by 

(1 + E)X + EX log x + x$(A) < (2 + $(A))x + EX log x 

if E < 1. In other words, given any E such that 0 < E < 1 we have 

IH(x)l<(2+$(A))x+cxlogx ifx>A, 

or 

IfWI 2 + $64 + E 
~ < log x x log x . 
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4: Some elementary theorems on the distribution of prime numbers 

Now choose B > A so that x > B implies (2 + $(A))/log x < E. Then for 
x > B we have 

Ifwl < 2E 
x logx ’ 

which shows that H(x)/(x log x) -+ 0 as x + co. cl 

We turn next to the converse of Theorem 4.14 and prove that the relation 

(36) lim MO = 0 
X~-‘rn x 

implies the prime number theorem. First we introduce the “little oh” 
notation. 

Definition The notation 

f(x) = o(g(x)) as x + co (read: f(x) is little oh of g(x)) 

means that 

]im f(x) = 0. 
x+00 g(x) 

An equation of the form 

f(x) = h(x) + o(g(x)) as x -+ cc 

means that f(x) - h(x) = o(g(x)) as x -+ co. 
Thus, (36) states that 

M(x) = o(x) as x -+ co, 

and the prime number theorem, expressed in the form t&x) N x, can also be 
written as 

$(x) = x + o(x) asx+ cc. 

More generally, an asymptotic relation 

f(x) --i g(x) as x -+ cc 

is equivalent to 

f(x) = g(x) + o(g(x)) as x + co. 

We also note that f(x) = O(1) implies f(x) = o(x) as x --f co. 

Theorem 4.15 The relation 

(37) M(x) = o(x) as x -+ cc 

implies $(x) - x as s + x: . 
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4.9: The partial sums of the Miibius function 

PROOF. First we express r&) by a formula of the type 

(38) 444 = x - ,cd Pw-(cd + O(l) 

qd2.x 

and then use (37) to show that the sum is o(x) as x 3 co. The function f 
in (38) is given by 

f(n) = o,(n) - log n - 2c, 

where C is Euler’s constant and o,(n) = d(n) is the number of divisors of n. 
To obtain (38) we start with the identities 

[xl = CL VW = 1 A(n), 1=x ! 
nx n$x [I nsx n 

and express each summand as a Dirichlet product involving the Mobius 
function, 

Then 

[x] - $(x) - 2c = 1 1 1 
“5.x 

- A(n) - 2c HI i 

= n;xg I44 10 go a - log; - 2c) 
= ,cd ,44{~o(d - 1% 4 - 2Cl 

qdlx 

This implies (38). Therefore the proof of the theorem will be complete if we 
show that 

(39) 

For this purpose we use Theorem 3.17 to write 

(40) 

where a and b are any positive numbers such that ab = x and 

w = 1 f(n). 
n5.x 
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4: Some elementary theorems on the distribution of prime numbers 

We show next that F(x) = O(A) by using Dirichlet’s formula (Theorem 3.3) 

“;xo&) = x log x + (2C - 1)x + O(&) 

together with the relation 

c log n = log[x]! = x log x - x + O(log x). 
nsx 

These give us 

F(x) = 1 a&) - 1 log n - 2c 1 1 
“5.X nsx nsx 

= x log x + (2C - 1)x + O(JJI) - (x log x - x + O(log x)) 

-2cx + O(1) 

= 0(&c) + O(log x) + O(1) = O(A). 

Therefore there is a constant B > 0 such that 

IF(x)1 I B& for allx 2 1. 

Using this in the first sum on the right of (40) we obtain 

(41) 

for some constant A > B > 0. 
Now let E > 0 be arbitrary and choose a > 1 such that 

L$ < E. 

Then (41) becomes 

(42) 

for all x 2 1. Note that a depends on E and not on x. 
Since M(x) = O(x) as x + co, for the same E there exists c > 0 (depending 

only on E) such that 

x > c implies !J!!@J! < a, 
X 

where K is any positive number. (We will specify K presently.) The second 
sum on the right of (40) satisfies 
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4.9 : The partial sums of the Mijbius function 

provided x/n > c for all n I a. Therefore (43) holds if x > UC. Now take 

Then (43) implies 

K= 1 If(n 
nsa n 

I 2PM(:) I < EX provided x > ac. 

The last term on the right of (40) is dominated by 

I F(a)M(b) I 5 A& I M(b) I < A&b < Ed&b = E&b < EX 

provided that ,,/& > a, or x > a’. Combining this with (44) and (42) we 
find that (40) implies 

1 ,cd P(d)f(q) 1 < 3sX 
qd5.x 

provided x > a2 and x > ac, where a and c depend only on E. This proves (39). 
0 

Theorem 4.16 rf 

A(x) = 1 y 
nsx 

the relation 

(45) A(x) = o(1) as x + 00 

implies the prime number theorem. In other words, the prime number theorem 
is a consequence of the statement that the series 

converges and has sum 0. 

Note. It can also be shown (see [3]) that the prime number theorem 
implies convergence of this series to 0, so (45) is actually equivalent to the 
prime number theorem. 

PROOF. We will show that (45) implies M(x) = o(x). By Abel’s identity we 
have 

M(x) = c p(n) = 1 q n = xA(x) - J:A(t) dt, 
nsx n2.x 

so 

M(x) ___ = 
X 

A(x) - ; 
s 

xA(t) dt. 
1 
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4: Some elementary theorems on the distribution of prime numbers 

Therefore, to complete the proof it suffices to show that 

(46) lim i XA(t) dt = 0. 
x+m s 1 

Now if E > 0 is given there exists a c (depending only on E) such that 1 A(x) 1 
< E if x 2 c. Since IA(x)1 I 1 for all x 2 1 we have 

Letting x -+ cc we find 

lim sup 
*-+a, 

1 X - J I A(t) dt I E, 
x 1 

and since E is arbitrary this proves (46). q 

4.10 Brief sketch of an elementary proof of 
the prime number theorem 

This section gives a very brief sketch of an elementary proof of the prime 
number theorem. Complete details can be found in [31] or in [46]. The key 
to this proof is an asymptotic formula of Selberg which states that 

Ic/(x)log x + 1 A@)$ 
n5.x 0 

; = 2x log x + O(x). 

The proof of Selberg’s formula is relatively simple and is given in the next 
section. This section outlines the principal steps used to deduce the prime 
number theorem from Selberg’s formula. 

First, Selberg’s formula is cast in a more convenient form which involves 
the function 

o(x) = eTx$(ex) - 1. 

Selberg’s formula implies an integral inequality of the form 

(47) I o(x) lx* I 2 s”f’l o(u) I du dy + O(x), 
0 0 

and the prime number theorem is equivalent to showing that o(x) + 0 as 
x + co. Therefore, if we let 

C = lim supIo(x)l, 
x+00 

the prime number theorem is equivalent to showing that C = 0. This is 
proved by assuming that C > 0 and obtaining a contradiction as follows. 
From the definition of C we have 

(48) I4x)l 5 c + dx), 
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where g(x) + 0 as x ---) 00. If C > 0 this inequality, together with (47), gives 
another inequality of the same type, 

(49) I a(x)1 I C’ + h(x), 

where 0 < C’ < C and h(x) + 0 as x -+ co. The deduction of (49) from (47) 
and (48) is the lengthiest part of the proof. Letting x + 00 in (49) we find that 
C I c’, a contradiction which completes the proof. 

4.11 Selberg’s asymptotic formula 

We deduce Selberg’s formula by a method given by Tatuzawa and Iseki 
[68] in 1951. It is based on the following theorem which has the nature of an 
inversion formula. 

Theorem 4.17 Let F be a real- or complex-valuedfunction defined on (0, co), 
and let 

Then 

G(x) = log x 1 F ; . 
“5.X 0 

. 

PROOF. First we write F(x)log x as a sum, 

Then we use the identity of Theorem 2.11, 

to write 

44 = C Ad)log f 
din 

A(n) = 1 F 
“5.x 

Adding these equations we find 

F(x)log x + C F ; A( ) = c F ; 1 Ad) 1 g; + 1% f 
nsx (“> n nsx (“>I. i” i 

= p(d)log 3. 
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4: Some elementary theorems on the distribution of prime numbers 

In the last sum we write n = qd to obtain 

p(d)log ; = c p(d)log $ c F -~ = 1 p(d)G > 
d<x qSx/d (d(d) d<x (“)’ 

which proves the theorem. q 

Theorem 4.18 Selberg’s asymptotic formula. For x > 0 we have 

$(x)log x + 1 A(n)+ X = 2x log x + O(x). 
“5.x 0 

PROOF. We apply Theorem 4.17 to the function F,(x) = t&x) and also to 
F,(x) = x - C - 1, where C is Euler’s constant. Corresponding to F1 we 
have 

G,(x) = log x 1 II/ t = x log’ x - x log x + O(log2 x), 
“5X 0 

where we have used Theorem 4.11. Corresponding to F, we have 

= x log x 
( 

log x + C + 0 
( >> 

; - (C + 1)log x(x + O(1)) 

= x log2 x - x log x + O(log x). 

Comparing the formulas for G,(x) and G,(x) we see that G,(x) - G2(x) = 
O(log’ x). Actually, we shall only use the weaker estimate 

G,(x) - G,(x) = O(,h. 

Now we apply Theorem 4.17 to each of F, and F, and subtract the two 
relations so obtained. The difference of the two right members is 

by Theorem 3.2(b). Therefore the difference of the two left members is also 
O(x). In other words, we have 

{lj(x) - (x - c - l)}log x + c II/ ; - ; - c- 1 
..A (“) (” )I 

A@) = O(x). 



Exercises for Chapter 4 

Rearranging terms and using Theorem 4.9 we find that 

lJqx)log x + I* A(n) = (x - c - 1)log x 
n5.x 

+~x(~-c-l)i\(n)+ob) 

= 2x log x + O(x). q 

Exercises for Chapter 4 
1. Let S = (1, $9, 13, 17,. . .} denote the set of all positive integers of the form 

4n + 1. An element p of S is called an S-prime if p > 1 and if the only divisors of p, 
among the elements of S, are 1 and p. (For example, 49 is an S-prime.) An element 
n > 1 in S which is not an S-prime is called an S-composite. 
(a) Prove that every S-composite is a product of S-primes. 
(b) Find the smallest S-composite that can be expressed in more than one way as a 

product of S-primes 
This example shows that unique factorization does not hold in S. 

2 Consider the following finite set of integers: 

T = {1,7, 11, 13, 17, 19,23,29}. 

(a) For each prime p in the interval 30 < p < 100 determine a pair of integers 
m, n, where m 2 0 and n E IT; such that p = 30m + n. 

(b) Prove the following statement or exhibit a counter example: 
Every prime p > 5 can be expressed in the form 30m + n, where m 2 0 and 
nE7: 

3. Let f(x) = x2 + x + 41. Find the smallest integer x 2 0 for which f(x) is composite. 

4. Let f(x) = a0 + a,x + . . . + a,x” be a polynomial with integer coefficients, 
where a, > 0 and n 2 1. Prove that f(x) is composite for infinitely many integers x. 

5. Prove that for every n > 1 there exist n consecutive composite numbers. 

6. Prove that there do not exist polynomials P and Q such that 

P(x) 
n(x) = Qo for x = 1,2, 3, . . . 

7. Let a, < a2 < . < a, I x be a set of positive integers such that no ai divides the 
product of the others. Prove that n I a(x). 

8. Calculate the highest power of 10 that divides lOOO!. 

9. Given an arithmetic progression of integers 

h, h + k, h + 2k, . . . , h + nk, . . . , 

where 0 < k < 2000. If h + nk is prime for n = t, t + 1,. . . , t + r prove that 
r < 9. In other words, at most 10 consecutive terms of this progression can be 
primes. 
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10. Let s, denote the nth partial sum of the series 

Prove that for every integer k :> 1 there exist integers m and n such that s, - s, 

= l/k. 

11. Let s, denote the sum of the first n primes. Prove that for each n there exists an 
integer whose square lies between s, and s,+ i. 

Prove each of the statements in Exercises 12 through 16. In this group of 
exercises you may use the prime number theorem. 

12 If n > 0 and b > 0, then n(ax)/n(bx) - a/b as x --* co. 

13. If 0 -C a < b, there exists an x,, such that a(ax) < z(bx) if x z x,, 

14. If 0 < a < b, there exists an x0 such that for x 2 x0 there is at least one prime 
between ax and bx. 

15. Every interval [a, b] with 0 < a < b, contains a rational number of the form 
p/q, where p and q are primes. 

16. (a) Given a positive integer n there exists a positive integer k and a prime p such that 
10% < p < lOk(n + 1). 

(b) Given m integers a,, . . , a, such that 0 2 a, I 9 for i = 1,2, , m, there exists 
a prime p whose decimal expansion has a,, . . , a, for its first m digits. 

17. Given an integer n > 1 with two factorizations n = ni=i pi and n = fli=i qi, 
where the pi are primes (not necessarily distinct) and the qi are arbitrary integers 
> 1. Let a be a nonnegative real number. 
(a) If a 2 1 prove that 

(b) Obtain a corresponding inequality relating these sums if 0 I a < 1. 

18. Prove that the following two relations are equivalent: 

O-4 

19. If x 2 2, let 

(a) Prove that 

Li(x) = 
s 

: $G (the logarithmic integral of x). 

Li(x) = AL- + 
s 

’ dt 2 
~ - - 

log x 2 log2 t log 2 ’ 
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and that, more generally, 

Li(x) = x 
log x 

dt 
- + C”, 
log”+1 t 

where C’, is independent of x. 

(b) If x 2 2 prove that 

x dt Sk-= 2 log” t 

20. Letfbe an arithmetical function such that 

ppPY~g P = (ax + 41 og x + cx + O(1) for x 2 2. 

Prove that there is a constant A (depending onf) such that, if x 2 2, 

+ b log(log x) + A + 0 . 

21. Given two real-valued functions S(x) and T(x) such that 

T(x)= IS x forallx21. 
0 nsx n 

If S(x) = O(x) and if c is a positive constant, prove that the relation 

S(x) - cx as x + co 

implies 

T(x)-cxlogx asx-+m. 

22 Prove that Selberg’s formula, as expressed in Theorem 4.18, is equivalent to each of 
the following relations: 

(4 Il/(x)log x + c ti 
0 

” 1 og p = 2x log x + O(x). 
PSX P 

(W 9(x)log x + 1 9 
0 

2 log p = 2x log x + O(x). 
psx P 

23. Let M(x) = xnsx p(n). Prove that 

M(x)log x + 1 M ; h(n) = O(x) 
“SX 0 

and that 

log p = O(x). 

[Hint: Theorem 4.17.1 
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24. Let A(x) be defined for all x > 0 and assume that 

T(x) = 1 A ; = 
0 

axlogx+bx+o z- 
( > log x 

asx-t co, 
nsx 

where a and b are constants. Prove that 

A(x) x + 1 A x 
0 

A(n) = 2nx log x + o(x log x) as x + co. 
nSx n 

Verify that Selberg’s formula of Theorem 4.18 is a special case. 

25. Prove that the prime number theorem in the form I&X) - x implies Selberg’s 
asymptotic formula in Theorem 4.18 with an error term o(x log x) as x + co. 

26. In 1851 Chebyshev proved that if $(x)/x tends to a limit as x + cc then this limit 
equals 1. This exercise outlines a simple proof of this result based on the formula 

(50) 
X 

c 4) 
= x log x + O(x) 

nsx n 

which follows from Theorem 4.11. 
(a) Let 6 = lim sup($(x)/x). Given E > 0 choose N = N(a) so that x > N implies 

x-m 
$(x) 5 (6 + E)X. Split the sum in (50) into two parts, one with n I x/N, the 
other with n > x/N, and estimate each part to obtain the inequality 

x c *(--) 
n<x ‘1 

I (6 + E)X log x + x$(N). 

Comparing this with (SO), deduce that 6 2 1. 
(b) Let y = lim inf($(x)/x) and use an argument similar to that in (a) to deduce that 

x-m 
y I 1. Therefore, if $(x)/x has a limit as x + cc then y = 6 = 1. 

In Exercises 27 through 30, let A(x) = Cnsx a(n), where a(n) satisfies 

(51) a(n) 2 0 for all n 2 1, 

and 

(52) ~~~)=~~(n)[~]=uxlogx+bx+o(~) aSx+a. 

When a(n) = A(n) these relations hold with a = 1 and b = - 1. The following 
exercises show that (51) and (52), together with the prime number theorem, 
‘fw - x> imply A(x) N ax. This should be compared with Theorem 4.8 
(Shapiro’s Tauberian theorem) which assumes only (51) and the weaker 
condition ‘& SX ,4(x/n) = ax log x + O(x) and concludes that Cx I A(x) 
I Bx for some positive constants C and B. 

27. Prove that 
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28 Let a = lim inf(A(x)/x) and let /I = lim sup(A(x)/x). 
X’rn x-m 

(a) Choose any E > 0 and use the fact that 

and$ % ~(1 +E): 
0 

for all sufficiently large x/t to deduce, from Exercise 27(b), that 

p a 6 a& 
a+3+j+2+T>2a. 

Since E is arbitrary this implies 

B a 
a+Z+Z22a. 

[Hint: Let x + co in such a way that A(x)/x + a.] 
(b) By a similar argument, prove that 

and deduce that a = p = a. In other words, A(x) - ax as x + co. 

29. Take n(n) = 1 + p(n) and verify that (52) is satisfied with a = 1 and b = 2C - 1, 
where C is Euler’s constant. Show that the result of Exercise 28 implies 

lim i “5X&i) = 0. 
x-m 

This gives an alternate proof of Theorem 4.14. 

30. Suppose that, in Exercise 28, we do not assume the prime number theorem. Instead, 

and use this to deduce the relation 

(b) y + & 

let 

y = *iminff@, 
x-+cc x 

6 = limsupIII(X). 
x-+m x 

(4 Show that the argument suggested in Exercise 28 leads to the inequalities 

(‘4 From the inequalities in part (a) prove that 

ay I u I /I I a6. 

This shows that among all numbers a(n) satisfying (51) and (52) with a fixed a, 
the most widely separated limits of indetermination, 

lim inf A(x) and lim sup q, 
x-m x X’rn 

occur when a(n) = al\(n). Hence to deduce A(x) N ax from (51) and (52) it 
suffices to treat only the special case a(n) = aA( 
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5 Congruences 

5.1 Definition and basic properties of 
congruences 

Gauss introduced a remarkable notation which simplifies many problems 
concerning divisibility of integers. In so doing he created a new branch of 
number theory called the theory ofcongruences, the foundations of which are 
discussed in this chapter. 

Unless otherwise indicated, small latin and Greek letters will denote 
integers (positive, negative, or zero). 

Definition Given integers a, b, m with m > 0. We say that a is congruent to 
b modulo m, and we write 

(1) a = b (mod m), 

if m divides the difference a - b. The number m is called the modulus of 
the congruence. 

In other words, the congruence (1) is equivalent to the divisibility relation 

ml(a - b). 

In particular, a = 0 (mod m) if, and only if, m 1 a. Hence a = b (mod m) if, 
and only if, a - b E 0 (mod m). If m ,+’ (a - b) we write a f b (mod m) and 
say that a and b are incongruent mod m. 
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EXAMPLEB 

1. 19 E 7 (mod 12), 1 = - 1 (mod 2), 3’ E - 1 (mod 5). 
2. n is even if, and only if, n z 0 (mod 2). 
3. n is odd if, and only if, n = 1 (mod 2). 
4. a E b (mod 1) for every a and b. 
5. Ifa=b (modm)thena=b (modd)whendlm,d>O. 

The congruence symbol = was chosen by Gauss to suggest analogy with 
the equals sign = , The next two theorems show that congruences do indeed 
possess many of the formal properties of equations. 

Theorem 5.1 Congruence is an equivalence relation. That is, we have: 

(a) a = a (mod m) (reflexivity) 
(b) a = b (mod m) implies b = a (mod m) (symmetry) 
(c) a = b (mod m) and b = c (mod m) 

imply a = c (mod m) (transitivity). 

PROOF. The proof follows at once from the following properties of divisi- 
bility : 

(b) Ifml(a - b) then m((b - a). 
(c) If m((a - b) and ml(b - c) then m((a - b) + (b - c) = a - c. 0 

Theorem 5.2 Zf a E b (mod m) and c1 E /? (mod m), then we have: 

(a) ax + ay E bx + ,Cy (mod m)for all integers x and y. 
(b) aa = bp (mod m). 
(c) on = b” (mod m)for every positive integer n. 
(d) f(a) E f(b) (mod m)for every polynomial f with integer coejicients. 

PROOF. (a) Since m I(a - 6) and m 1 (a - /I) we have 

ml x(a - b) + y(cr - fi) = (ax + cry) - (bx + By). 

(b) Note that aa - bp = a(a - b) + b(a - /I) E 0 (mod m) by part (a). 
(c) Take a = a and b = b in part (b) and use induction on n. 
(d) Use part (c) and induction on the degree of J: 0 

Theorem 5.2 tells us that two congruences with the same modulus can 
be added, subtracted, or multiplied, member by member, as though they were 
equations. The same holds true for any finite number of congruences with 
the same modulus. 

Before developing further properties of congruences we give two examples 
to illustrate their usefulness. 
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5 : Congruences 

EXAMPLE 1 Test for divisibility by 9. An integer n > 0 is divisible by 9 if, 
and only if, the sum of its digits in its decimal expansion is divisible by 9. 
This property is easily proved using congruences. If the digits of IZ in decimal 
notation are ao, a,, . . . , ak, then 

n = u. + lb1 + 102u2 + “. + lokuk. 

Using Theorem 5.2 we have, modulo 9, 

10 s 1, lo2 3 1,. . . ) 10k = 1 (mod 9) 

so 

n = a, + a, + . . . + ak (mod 9). 

Note that all these congruences hold modulo 3 as well, so a number is 
divisible by 3 if, and only if, the sum of its digits is divisible by 3. 

EXAMPLE 2 The Fermat numbers F, = 22” + 1 were mentioned in the 
Historical Introduction. The first five are primes : 

F, = 3, F, = 5, F2 = 17, F3 = 257, and F4 = 65,537. 

We now show that F, is divisible by 641 without explicitly calculating F,. 
To do this we consider the successive powers 22” modulo 641. We have 

22 = 4, 24 = 16, 28 = 256, 2i6 = 65,536 E 154 (mod 641), 

so 

232 3 (154)2 = 23,716 E 640 E - 1 (mod 641). 

Therefore F, = 232 + 1 3 0 (mod 641), so F, is composite. 

We return now to general properties of congruences. Common nonzero 
factors cannot always be cancelled from both members of a congruence as 
they can in equations. For example, both members of the congruence 

48 z 18 (mod 10) 

are divisible by 6, but if we cancel the common factor 6 we get an incorrect 
result, 8 = 3 (mod 10). The next theorem shows that a common factor can 
be cancelled if the modulus is also divisible by this factor. 

Theorem 5.3 [f c > 0 then 

a = b (mod m) if, and only if, UC = bc (mod mc). 

PROOF. We have ml(b - a) if, and only if, cm Ic(b - a). 0 

The next theorem describes a cancellation law which can be used when 
the modulus is not divisible by the common factor. 
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Theorem 5.4 Cancellation law. Zf ac = bc (mod m) and ifd = (m, c), then 

In other words, a common factor c can be cancelled provided the modulus 
is divided by d = (m, c). In particular, a common factor which is relatively 
prime to the modulus can always be cancelled. 

PROOF. Since UC = bc (mod m) we have 

ml& - b) so ; ; (a - b). 

But (m/d, c/d) = 1, hence m/d !(a - b). 0 

Theorem 5.5 Assume a = b (mod m). Zfdl m and dl a then dl b. 

PROOF. It suffices to assume that d > 0. If d 1 m then a z b (mod m) implies 
a = b (mod d). But if dl a then a E 0 (mod d) so b = 0 (mod d). 0 

Theorem 5.6 Zf a s b (mod m) then (a, m) = (b, m). In other words, numbers 
which are congruent mod m have the same gcd with m. 

PROOF. Let d = (a, m) and e = (b, m); Then dim and dla so dJb; hence dJe. 
Similarly, elm, el b, so ela; hence eld. Therefore d = e. cl 

Theorem 5.7 Zfa z b (mod m) and $0 I I b - a 1 < m, then a = b. 

PRooF. Since m((a - 6) we have m I (a - bl unless a - b = 0. q 

Theorem 5.8 We have a z b (mod m) if, and only if, a and b give the same 
remainder when divided by m. 

PROOF. Write a = mq + r, b = mQ + R, where 0 I r < m and 
0 I R < m. Then a - b E r - R (mod m) and 0 I ) r - RJ < m. Now 
use Theorem 5.7. 0 

Theorem 5.9 Zf a = b (mod m) and a = b (mod n) where (m, n) = 1, then 
a E b (mod mn). 

PROOF. Since both m and n divide u - b so does their product since 
(m, n) = 1. 0 

5.2 Residue classes and complete residue 
systems 

Definition Consider a fixed modulus m > 0. We denote by 6 the set of all 
integers x such that x = a (mod m) and we call 6 the residue class a 
modulo m. 
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Thus, 6 consists of all integers of the form a + mq, where q = 0, f 1, 
f2,... 

The following properties of residue classes are easy consequences of this 
definition. 

Theorem 5.10 For a given modulus m we have: 

(a) 6 = 6 if, and only if, a = b (mod m). 
(b) Two integers x and y are in the same residue class u, and only $ 

x s y (mod m). 
(c) The m residue classes f, 2, . . . , rS are disjoint and their union is the set 

of all integers. 

PROOF. Parts (a) and (b) follow at once from the definition. To prove (c) we 
note that the numbers 0, 1, 2, . . . , m - 1 are incongruent modulo m (by 
Theorem 5.7). Hence by part (b) the residue classes 

0, I, 2, . . . , m/-‘1 

are disjoint. But every integer x must be in exactly one of these classes because 
x = qm + r where 0 I r < m, so x E r (mod m) and hence x E P. Since 
6 = fi this proves (c). 0 

Definition A set of m representatives, one from each of the residue classes 
1, 2, . . . , Gr, is called a complete residue system modulo m. 

EXAMPLES Any set consisting of m integers, incongruent mod m, is a complete 
residue system mod m. For example, 

{1,2, . . . , ml; {0,1,2 ,..., m- l}; 

{l, m + 2,2m + 3,3m + 4,. . . , m’}. 

Theorem 5.11 Assume (k, m) = 1. If{a,, . . . , a,> is a complete residue system 
modulo m, so is {ka, , . . . , ka,} . 

PROOF. If kai = kaj (mod m) then ai = aj (mod m) since (k, m) = 1. 
Therefore no two elements in the set {kaI, . . . , ka,} are congruent modulo m. 
Since there are m elements in this set it forms a complete residue system. Cl 

5.3 Linear congruences 

Polynomial congruences can be studied in much the same way that poly- 
nomial equations are studied in algebra. Here, however, we deal with 
polynomialsf(x) with integer coefficients so that the values of these poly- 
nomials will be integers when x is an integer. An integer x satisfying a 
polynomial congruence 

(2) f(x) = 0 (mod m) 
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is called a solution of the congruence. Of course, if x = y (mod m) then 
f(x) = J”(Y) ( mo m so every congruence having one solution has in- d ) 
finitely many. Therefore we make the convention that solutions belonging 
to the same residue class will not be counted as distinct. And when we speak 
of the number of solutions of a congruence such as (2) we shall mean the 
number of incongruent solutions, that is, the number of solutions contained 
in the set {1,2, . . . , m} or in any other complete residue system modulo m. 
Therefore every polynomial congruence modulo m has at most m solutions. 

EXAMPLE 1 The linear congruence 2x = 3 (mod 4) has no solutions, since 
2x - 3 is odd for every x and therefore cannot be divisible by 4. 

EXAMPLE 2 The quadratic congruence x2 E 1 (mod 8) has exactly four 
solutions given by x = 1, 3, 5, 7 (mod 8). 

The theory of linear congruences is completely described by the next three 
theorems. 

Theorem 5.12 Assume (a, m) = 1. Then the linear congruence 

(3) ox - b (mod m) 

has exactly one solution. 

PROOF. We need only test the numbers 1, 2, . . . , m, since they constitute a 
complete residue system. Therefore we form the products a, 2a, . . . , ma. 
Since (a, m) = 1 these numbers also constitute a complete residue system. 
Hence exactly one of these products is congruent to b modulo m. That is, 
there is exactly one x satisfying (3). Cl 

Although Theorem 5.12 tells us that the linear congruence (3) has a unique 
solution if (a, m) = 1, it does not tell us how to determine this solution 
except by testing all the numbers in a complete residue system. There are 
more expeditious methods known for determining the solution; some of 
them are discussed later in this chapter. 

Note. If (a, m) = 1 the unique solution of the congruence ax - 1 (mod m) 
is called the reciprocal of a modulo m. If a’ is the reciprocal of a then ba’ is 
the solution of (3). 

Theorem 5.13 Assume (a, m) = d. Then the linear congruence 

(4) ax - b (mod m) 

has solutions if, and only if, d (b. 
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5 : Congruences 

PROOF. If a solution exists then dl b since dim and dia. Conversely, if dlb 
the congruence 

has a solution since (u/d, m/d) = 1, and this solution is also a solution of (4). 
q 

Theorem 5.14 Assume (a, m) = d and suppose that dlb. Then the linear 
congruence 

(5) ax = b (mod m) 

has exactly d solutions modulo m. These are given by 

(6) t, t + ;, t + 2;, . ..) t+(d-l);, 

where t is the solution, unique modulo m/d, of the linear congruence 

(7) 

PROOF. Every solution of (7) is also a solution of (5). Conversely, every 
solution of (5) satisfies (7). Now the d numbers listed in (6) are solutions of (7) 
hence of (5). No two of these are congruent modulo m since the relations 

I+rT=t+sT(modm), withOIr<d,OIs<d 

imply 

ry z ST (modm), and hence r = s (mod d). 

But0 I Ir - SI < dsor = s. 
It remains to show that (5) has no solutions except those listed in (6). 

If y is a solution of (5) then ay = at (mod m) so y = t (mod m/d). Hence 
y = t + km/d for some k. But k = r (mod d) for some r satisfying 0 I r < d. 
Therefore 

ky = r: (modm) soy=t+rT(modm). 

Therefore y is congruent modulo m to one of the numbers in (6). This com- 
pletes the proof. 0 

In Chapter 1 we proved that the gcd of two numbers a and b is a linear 
combination of a and b. The same result can be deduced as a consequence of 
Theorem 5.14. 
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Theorem 5.15 If (a, b) = d there exist integers x and y such that 

(8) ax + by = d. 

PROOF. The linear congruence ax = d (mod 6) has a solution. Hence there 
is an integer y such that d - ax = by. This gives us ax + by = d, as required. 

q 

Note. Geometrically, the pairs (x, y) satisfying (8) are lattice points lying 
on a straight line. The x-coordinate of each of these points is a solution of the 
congruence ax E d (mod b). 

5.4 Reduced residue systems and the 
Euler-Fermat theorem 

Definition By a reduced residue system modulo m we mean any set of cp(m) 
integers, incongruent modulo m, each of which is relatively prime to m. 

Note. q(m) is Euler’s totient, introduced in Chapter 2. 

Theorem 5.16 Zf {a,, a,, . . . , a,,,,} is a reduced residue system module m and 
if(k, m) = 1, then {ka,, ka,, . , ka,,,,} is also a reduced residue system 
module m. 

PROOF. No two of the numbers kai are congruent modulo m. Also, since 
(ai, m) = (k, m) = 1 we have (kai, m) = 1 so each kai is relatively prime 
to m. 0 

Theorem 5.17 Euler-Fermat theorem. Assume (a, m) = 1. Then we have 

a’+‘cm) E 1 (mod m). 

PROOF. Let {b,, bz, . . . , b,(,)} be a reduced residue system modulo m. Then 
{ah, ah, . . . , ah++,) } is also a reduced residue system. Hence the product of 
all the integers in the first set is congruent to the product of those in the 
second set. Therefore 

bl . . . bqC,,,) = aq(“‘)bl . . . boCmj (mod m). 

Each b, is relatively prime to m so we can cancel each bi to obtain the theorem. 
0 

Theorem 5.18 Zf a prime p does not divide a then 

ap-l e 1 (mod p). 

PROOF. This is a corollary of the foregoing theorem since cp(p) = p - 1. 0 
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Theorem 5.19 Little Fermat theorem. For any integer a and any prime p we 
have 

up G a (mod p). 

PROOF. If p ,/’ a this is Theorem 5.18. If p 1 a then both up and a are congruent 
to 0 mod p. cl 

The Euler-Fermat theorem can be used to calculate the solutions of a 
linear congruence. 

Theorem 5.20 If (a, m) = 1 the solution (unique mod m) of the linear con- 
gruence 

(9) ax = b (mod m) 

is given by 

(10) x E ba+‘(“‘- ’ (mod m). 

PROOF. The number x given by (10) satisfies (9) because of the Euler-Fermat 
theorem. The solution is unique mod m since (a, m) = 1. 0 

EXAMPLE 1 Solve the congruence 5x = 3 (mod 24). 

Solution 
Since (5,24) = 1 there is a unique solution. Using (10) we find 

x c 3. 5”cz4)- 1 E 3.5’ (mod 24) 

since (~(24) = (p(3)(p(8) = 2.4. Modulo 24 we have 52 = 1, and 

54 E 56 E 1, 5’ E 5, so x z 15 (mod 24). 

EXAMPLE 2 Solve the congruence 25x = 15 (mod 120). 

Solution 
Since d = (25, 120) = 5 and d I15 the congruence has exactly five solu- 

tions modulo 120. To find them we divide by 5 and solve the congruence 
5x G 3 (mod 24). Using Example 1 and Theorem 5.14 we find that the five 
solutions are given by x = 15 + 24k, k = 0, 1,2, 3,4, or 

x z 15,39,63,87,111 (mod 120). 

5.5 Polynomial congruences modulo p. 

Lagrange’s theorem 

The fundamental theorem of algebra states that for every polynomial f 
of degree n 2 1 the equation f (x) = 0 has n solutions among the complex 
numbers. There is no direct analog of this theorem for polynomial con- 
gruences. For example, we have seen that some linear congruences have no 
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solutions, some have exactly one solution, and some have more than one. 
Thus, even in this special case, there appears to be no simple relation between 
the number of solutions and the degree of the polynomial. However, for 
congruences modulo a prime we have the following theorem of Lagrange. 

Theorem 5.21 (Lagrange). Given u prime p, let 

f(x) = co + ClX + .*. + C,X” 

beapolynomialofdegree n with integer coeficients such that c, f 0 (mod p). 
Then the polynomial congruence 

(11) f(x) E 0 (mod p) 

has at most n solutions. 

Note. This result is not true for composite moduli. For example, the 
quadratic congruence x2 E 1 (mod 8) has 4 solutions. 

PROOF. We use induction on n, the degree off: When n = 1 the congruence 
is linear: 

clx + co 3 (mod p). 

Since c1 f 0 (mod p) we have (cl, p) = 1 and there is exactly one solution. 
Assume, then, that the theorem is true for polynomials of degree n - 1. 
Assume also that the congruence (11) has n + 1 incongruent solutions 
modulo p, say 

x0, Xl,. . *,x,9 

where f(xJ = 0 (mod p) for each k = 0, 1, . . . , n. We shall obtain a contra- 
diction. We have the algebraic identity 

f(x) - .0x0) = ,&w - x07 = (x - XOMX) 

where g(x) is a polynomial of degree n - 1 with integer coefficients and with 
leading coefficient c,. Thus we have 

fh) - .0x0) = (xk - xoI&J = 0 (mod P), 

since f(x,J = f(xo) = 0 (mod p). But xk - x0 $ 0 (mod p) if k # 0 so we 
must have g(x,J E 0 (mod p) for each k # 0. By this means that the con- 
gruence g(x) c 0 (mod p) has n incongruent solutions modulo p, con- 
tradicting our induction hypothesis. This completes the proof. 0 

5.6 Applications of Lagrange’s theorem 

Theorem 5.22 Zf f(x) = co -t clx + . + . + c,x” is a polynomial of degree n 
with integer coefficients, and if the congruence 

f(x) = 0 (mod p) 
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has more than n solutions, where p is prime, then every coeficient off is 
divisible by p. 

hOOF. If there is some coefficient not divisible by p, let ck be the one with 
largest index. Then k I n and the congruence 

co + CIX + . . . + ckxk = 0 (mod p) 

has more than k solutions so, by Lagrange’s theorem, p 1 ck, a contradiction. 
0 

Now we apply Theorem 5.22 to a particular polynomial. 

Theorem 5.23 For any prime p all the coejicients of the polynomial 

f(x) = (x - 1)(x - 2). . . (x - p + 1) - xp- 1 + 1 

are divisible by p. 

PROOF. Let y(x) = (x - 1)(x -- 2) . . . (x - p + 1). The roots of g are the 
numbers1,2,..., p - 1, hence they satisfy the congruence 

g(.x) = 0 (mod p). 

By the Euler-Fermat theorem, these numbers also satisfy the congruence 
h(x) E 0 (mod p), where 

h(x) = xp-l - 1. 

The difference ,f(x) = g(x) - Jr(x) h as degree p -- 2 but the congruence 
f(x) = 0 (mod p) has p - 1 solutions, 1, 2, . . . , p - 1. Therefore, by 
Theorem 5.22, each coefficient off(x) is divisible by p. 0 

We obtain the next two theorems by considering two particular coefficients 
of the polynomial f (x) in Theorem 5.23. 

Theorem 5.24 Wilson’s theorem. For any prime p we have 

(p - l)! 3 -1 (modp). 

PROOF. The constant term of the polynomial f(x) in Theorem 5.23 
is (p - l)! + 1. 0 

Note. The converse of Wilson’s theorem also holds. That is, if n > 1 and 
(n - l)! = - 1 (mod n), then ~1 is prime. (See Exercise 5.7.) 

Theorem 5.25 Wolstenholme’s theorem. For any prime p 2 5 we have 

;g (P ; l)! E 0 (mod p’). 
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PROOF. The sum in question is the sum of the products of the numbers 1, 
2,. . , p - 1 taken p - 2 at a time. This sum is also equal to the coeffi- 
cient of -x in the polynomial 

g(x) = (x - 1)(x - 2)...(x - p + 1). 

In fact, g(x) can be written in the form 

g(x) = xp- l - slxP-2 + szxp-3 - . . . + s,-3x2 - sp-2x + (p - l)!, 

where the coefficient Sk is the kth elementary symmetric function of the roots, 
that is, the sum of the products of the numbers 1,2, . . . , p - 1, taken k at a 
time. Theorem 5.23 shows that each of the numbers Si, S2,. . . , SPm2 is 
divisible by p. We wish to show that S,- 2 is divisible by p2, 

The product for g(x) shows that g(p) = (p - l)! so 

(p - l)! = pp-i - s,pp-2 + . . . + s,-jp2 - s,-,p + (p - l)!. 

Canceling (p - l)! and reducing the equation mod p3 we find, since p > 5, 

pS,-, = 0 (mod p3), 

and hence S, _ 2 E 0 (mod p2), as required. 0 

5.7 Simultaneous linear congruences. The 
Chinese remainder theorem 

A system of two or more linear congruences need not have a solution, even 
though each individual congruence has a solution. For example, there is no x 
which simultaneously satisfies x = 1 (mod 2) and x = 0 (mod 4), even 
though each of these separately has solutions. In this example the moduli 2 
and 4 are not relatively prime. We shall prove next that any system of two or 
more linear congruences which can be solved separately with unique solu- 
tions can also be solved simultaneously if the moduli are relatively prime in 
pairs. We begin with a special case. 

Theorem 5.26 Chinese remainder theorem. Assume m,, . . . , m, are positive 
integers, relatively prime in pairs: 

(mi, mk) = 1 if i # k. 

Letb,,..., b, be arbitrary integers. Then the system of congruences 

x = b, (mod m,) 

x = b, (mod m,) 

has exactly one solution modulo the product m, . . . m,. 
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PRooF.LetM= m, .. . m, and let Mk = M/m,. Then (Mk, mk) = 1 so each 
M, has a unique reciprocal M; modulo rn,, . Now let 

x = b,M,M; + blMzM; + ... + b,M,M;. 

Consider each term in this sum modulo rnk. Since Mi E 0 (mod mk) if i # k 
we have 

x = b,MkM; = b, (mod m,J. 

Hence x satisfies every congruence in the system. But it is easy to show that the 
system has only one solution mod M. In fact, if x and y are two solutions of 
the system we have x E y (mod mk) for each k and, since the mk are relatively 
prime in pairs, we also have x E y (mod M). This completes the proof. 0 

The following extension is now easily deduced. 

Theorem 5.27 Assume m,, . . , m, are relatively prime in pairs. Let b,, . . . , 
b, be arbitrary integers and let a,, . . . , a, satisfy 

(a,,m,)= 1 fork= 1,2 ,..., r. 

Then the linear system of congruences 

alx E b, (mod m,) 

a,x = b, (mod m,) 

has exactly one solution module mlm2 . . . m,. 

PROOF. Let a; denote the reciprocal of ak modulo mk. This exists since 
(ak, mk) = 1. Then the congruence akx = bk (mod mk) is equivalent to the 
congruence x E b,a; (mod m,,). Now apply Theorem 5.26. q 

5.8 Applications of the Chinese remainder 
theorem 

The first application deals with polynomial congruences with composite 
moduli. 

Theorem 5.28 Let j’be a polynomial with integer coeficients, let m,, m,, . . . , 
m, be positive integers relatively prime in pairs, and let m = m1m2 . . . m,. 
Then the congruence 

(14 f(x) = 0 (mod m) 

has a solution if, and only $ each of the congruences 

(13) f(x) E 0 (mod mi) (i = 1, 2, . . . , r) 
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has a solution. Moreover, tf v(m) and v(mi) denote the number of solutions 
of(12) and (13), respectively, then 

(14) v(m) = v(mJv(mJ . . . v(m,). 

PROOF. Iff(a) - 0 (mod m) thenf(a) 5 0 (mod mi) for each i. Hence every 
solution of (12) is also a solution of (13). 

Conversely, let ai be a solution of (13). Then by the Chinese remainder 
theorem there exists an integer a such that 

(15) a GE ai (mod mi) for i = 1,2,. . . , r, 

so 

f(a) E f(aJ E 0 (mod mi). 

Since the moduli are relatively prime in pairs we also havef(a) = 0 (mod m). 
Therefore if each of the congruences in (13) has a solution, so does (12). 

We also know, by Theorem 5.26, that each r-tuple of solutions (a,, . . . , a,) 
of the congruences in (13) gives rise to a unique integer a mod m satisfying 
(15). As each ai runs through the v(mJ solutions of (13) the number of integers a 
which satisfy (15) and hence (13) is v(mI) . . . v(m,). This proves (14). cl 

Note. If m has the prime power decomposition 

m = p;’ . . . pr+ 

we can take mi = piai in Theorem 5.28 and we see that the problem of solving 
a polynomial congruence for a composite modulus is reduced to that for 
prime power moduli. Later we will show that the problem can be reduced 
further to polynomial congruences with prime moduli plus a set of linear 
congruences. (See Section 5.9.) 

The next application of the Chinese remainder theorem concerns the set 
of lattice points visible from the origin. (See Section 3.8.) 

Theorem 5.29 The set of lattice points in the plane visible from the origin 
contains arbitrarily large square gaps. That is, given any integer k > 0 
there exists a lattice point (a, b) such that none of the lattice points 

(a + r, b + s), 0 < r I k, 0 < s I k, 

is visible from the origin. 

PROOF. Let pl, p2, . . . , be the sequence of primes. Given k > 0 consider 
the k x k matrix whose entries in the first row consist of the first k primes, 
those in the second row consist of the next k primes, and so on. Let mi be the 
product of the primes in the ith row and let Mi be the product of the primes 
in the ith column. Then the numbers mi are relatively prime in pairs, as are 
the Mi. 
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Next consider the set of congruences 

x- -1 (modm,) 
x = -2 (mod mz) 

x = -k (mod mJ. 

This system has a solution a which is unique mod ml . . . mk. Similarly, the 
system 

y= -1 (modM,) 

y E -k (mod MJ 

has a solution b which is unique mod M, . . . M, = m, . . . mk. 
Now consider the square with opposite vertices at (a, b) and (a + k, b + k). 

Any lattice point inside this square has the form 

(a + r, b + s), where 0 < r < k, 0 < s < k, 

and those with r = k or s = k lie on the boundary of the square. We now 
show that no such point is visible from the origin. In fact, 

a = -r (mod m,) and b = --s (mod M,) 

so the prime in the intersection of row r and column s divides both a + r and 
b + s. Hence a + r and b + s are not relatively prime, and therefore the 
lattice point (a + r, b + s) is not visible from the origin. 0 

5.9 Polynomial congruences with prime 
power moduli 

Theorem 5.28 shows that the problem of solving a polynomial congruence 

f(x) = 0 (mod m) 

can be reduced to that of solving a system of congruences 

f(x) = 0 (mod pFi) (i = 1, 2, . . . , r), 

where m = pial. . . pldr. In this section we show that the problem can be 
further reduced to congruences with prime moduli plus a set of linear con- 
gruences. 

Let f be a polynomial with integer coefficients, and suppose that for some 
prime p and some a 2 2 the congruence 

(16) f(x) = 0 (mod p”) 

has a solution, say x = a, where a is chosen so that it lies in the interval 

0 I a <pa. 
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This solution also satisfies each of the congruences f(x) E 0 (mod pb) for 
each /I < a. In particular, a satisfies the congruence 

(17) f(x) = 0 (mod p”- ‘). 

Now divide a by pa-’ and write 

(18) a = qpaml + Y, where 0 I Y < pa-‘. 

The remainder r determined by (18) is said to be generated by a. Since 
r = a (mod p”- ‘) the number r is also a solution of (17). In other words, 
every solution a of congruence (16) in the interval 0 I a < pa generates 
a solution Y of congruence (17) in the interval 0 I r < pa- I. 

Now suppose we start with a solution r of (17) in the interval 0 I r < p’- ’ 
and ask whether there is a solution a of (16) in the interval 0 I a < p’ which 
generates r. If so, we say that r can be lifted from pa- ’ to p’. The next theorem 
shows that the possibility of r being lifted depends onf(r) mod pa and on the 
derivative f’(r) mod p. 

Theorem 5.30 Assume CI 2 2 and let r be a solution of the congruence 

(19) f(x) G 0 (mod p’- ‘) 

lying in the interval 0 I r < pa- ‘. 

(a) Assumef’(r) $ 0 (mod p). Then r can be lifted in a unique way from 

P ‘-I to pa. That is, there is a unique a in the interval 0 I a < p” which 
generates r and which satisfies the congruence 

(20) f(x) E 0 (mod p”). 

(b) Assume f ‘(r) = 0 (mod p). Then we have two possibilities: 
(b,) Zff(r) = 0 (mod p”), r can be lifted from pa’-’ to pa in p distinct 
ways. 
(bJ Zf f (r) f 0 (mod p”), r cannot be lifted from pa- ’ to pa. 

PROOF. If n is the degree off we have the identity (Taylor’s formula) 

(21) f(x+h)= f(x)+f’(x)h+eh’+--+Th” 

for every x and h. We note that each polynomialfCk)(x)/k! has integer co- 
efficients. (The reader should verify this.) Now take x = r in (21), where r is a 
solution of (19) in the interval 0 I r < pa-l, and let h = qp”- ’ where q is an 
integer to be specified presently. Since CI 2 2 the terms in (21) involving h2 
and higher powers of h are integer multiples of p”. Therefore (21) gives us the 
congruence 

f (r + qp’- ‘) - f(r) + f ‘(r)qp”- ’ (mod p”). 
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Since r satisfies (19) we can writef(r) = kp”-’ for some integer k, and the 
last congruence becomes 

Now let 

f(r + qp’- ‘) = {qf’(r) + k}p”- ’ (mod p”). 

(22) a = r + qp=-1. 

Then a satisfies congruence (20) if, and only if, q satisfies the linear congruence 

(23) qf’(r) + k = 0 (mod p). 

Iff’(r) f 0 (mod p) this congruence has a unique solution q mod p, and if 
we choose q in the interval 0 I q < p then the number a given by (22) will 
satisfy (20) and will lie in the interval 0 I a < pa. 

On the other hand, if f’(r) = 0 (mod p) then (23) has a solution q if, 
and only if, pi k, that is, if and only iff(r) E 0 (mod p”). If p,j’k there is no 
choice of q to make a satisfy (20). But if p 1 k then the p values q = 0, 1, . . . , 
p - 1 give p solutions a of (20) which generate r and lie in the interval 
0 I a < pa. This completes the proof. 0 

The proof of the foregoing theorem also describes a method for obtaining 
solutions of congruence (20) if solutions of (19) are known. By applying the 
method repeatedly the problem is ultimately reduced to that of solving the 
congruence 

(24) f(x) - 0 (mod p). 

If (24) has no solutions, then (20) has no solutions. If (24) has solutions, 
we choose one, call it I, which lies in the interval 0 I r < p. Corresponding 
to I there will be 0, 1, or p solutions of the congruence 

(25) f(x) = 0 (mod p2) 

depending on the numbersf’(r) and k = f(r)/p. If p ,j’k and plf’(r) then r 
cannot be lifted to a solution of (25). In this case we begin anew with a 
different solution r. If no r can be lifted then (25) has no solution. 

If p 1 k for some r, we examine the linear congruence 

qf’(r) + k = 0 (mod p). 

This has 1 or p solutions q according as p ,j’ f’(r) or p 1 f’(r). For each solution 
q the number a = r + qp gives a solution of (25). For each solution of (25) 
a similar procedure can be used to find all solutions of 

f(x) = 0 (mod p3), 

and so on, until all solutions of (20) are obtained. 
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5.10 The principle of cross-classification 
Some problems in number theory can be dealt with by applying a general 
combinatorial theorem about sets called the principle of cross-classi$cation. 
This is a formula which counts the number of elements of a finite set S which 
do not belong to certain prescribed subsets S,, . . . , S,. 

Notation If T is a subset of S we write N(T) for the number of elements of T. 
We denote by S - T the set of’those elements of S which are not in T Thus, 

n 

S-USi 
i=l 

consists of those elements of S which are not in any of the subsets S1, . . . , S,. 
For brevity we write SiSj, S,S,S,, . . . , for the intersections Si n Sj, 
Si n Sj n Sk, . . . , respectively. 

Theorem 5.31 Principle of cross-classification. Zf S,, . . , S,, are given subsets 
of a$nite set S, then 

= N(S) - C N(SJ + 1 N(SiSj) 
lSi5n lSi<jln 

- C N(SiSjSk) + ... + (-1)“N(S1S2 ... S,). 
l<i<j<ksn 

PROOF. If T 5 S let N,(T) denote the number of elements of T which are 
not in any of the first r subsets Si, . . . , S,, with N,(T) being simply N(T). 
The elements enumerated by N,- i(T) fall into two disjoint sets, those which 
are not in S, and those which are in S,. Therefore we have 

Nr- I(T) = N,(T) + Nr- ,GW. 

Hence 

(26) N,(T) = N,-,(T) - Nr-,(W. 

Now take T = S and use (26) to express each term on the right in terms of 
N,- 2. We obtain 

N,(S) = (N,-,(S) - Nr-ASS,-,)) - iN,-A%) - N,-AS,S,-1)) 
= N,-,(S) - Nr-,(&-I) - Nr-A%) + Nr-,CW-A. 

Applying (26) repeatedly we finally obtain 

N,(S) = N,(S) - .~ N,(Si) + C N,(SiSj) - . . . + (- l)‘Ne(Sr . . . S,). 
i=l l<i<jSr 

When r = n this gives the required formula. cl 
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EXAMPLE The product formula for Euler’s totient can be derived from the 
cross-classification principle. Let pi, . . . , pI denote the distinct prime 
divisors of n. Let S = { 1, 2, . . . , n} and let Sk be the subset of S consisting of 
those integers divisible by pk. The numbers in S relatively prime to n are those 
in none of the sets S,, . . . , S,, so 

dn)=N(S-i+). 
If d 1 n there are n/d multiples of d in the set S. Hence 

N(Si)=~,N(SiSj)=~,...,N(S,...S,)=”, 
I 1 I Pl “‘PI 

so the cross-classification principle gives us 

The next application of the cross-classification principle counts the 
number of elements in a reduced residue system mod k which belong to a 
given residue class I mod d, where d 1 k and (r, d) = 1. 

Theorem 5.32 Given integers r, d and k such that dlk, d > 0, k 2 1 and 
(r, d) = 1. Then the number of elements in the set 

S = {r + td: t = 1,2,. . . , k/d} 

which are relatively prime to k is cp(k)/cp(d). 

PROOF. If a prime p divides k and r + td then p ,j’ d, otherwise p ( r, contra- 
dicting the hypothesis (r, d) = 1. Therefore, the primes which divide k and 
elements of S are those which divide k but do not divided. Call them pl, . . . , pm 
and let 

k’ = p1p2 ‘“pm. 

Then the elements of S relatively prime to k are those not divisible by any of 
these primes. Let 

Si= {x:xESandpilx} (i = 1, 2, . . . 7 m). 

If x E Si and x = r + td, then r + td = 0 (mod pi). Since pi J’d there is a 
unique t mod pi with this property, therefore exactly one t in each of the 
intervals [l, pi], [pi + 1, 2pi], . . . , [(q - l)pi + 1, qpi] where qpi = k/d. 

Therefore 
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Similarly, 

kid 
N(SiSj) = ;, . . .) N(S1 .. . S,) = ~ 

1 J Pl . ..Pm’ 

Hence by the cross-classification principle the number of integers in S which 
are relatively prime to k is 

5.11 A decomposition property of reduced 
residue systems 

As an application of the foregoing theorem we discuss a property of reduced 
residue systems which will be used in a later chapter. We begin with a 
numerical example. 

Let S be a reduced residue system mod 15, say 

S = (1, 2, 4, 7, 8, 11, 13, 14). 

We display the 8 elements of S in a 4 x 2 matrix as follows: 

I 13 4 7 1 11 14 2 8 I ’ 

Note that each row contains a reduced residue system mod 3, and the 
numbers in each column are congruent to each other mod 3. This example 
illustrates a general property of reduced residue systems described in the 
following theorem. 

Theorem 5.33 Let S be a reduced residue system mod k, and let d > 0 be a 
. divisor of k. Then we have the following decompositions of S: 

(a) S is the union of q(k)/cp(d) disjoint sets, each of which is a reduced residue 
system mod d. 

(b) S is the union of q(d) disjoint sets, each of which consists of cp(k)/cp(d) 
numbers congruent to each other mod d. 

Note. In the foregoing example, k = 15 and d = 3. The rows of the matrix 
represent the disjoint sets of part (a), and the columns represent the disjoint 
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sets of part (b). If we apply the theorem to the divisor d = 5 we obtain the 
decomposition given by the matrix 

1 

12 4 8 
11 7 14 1 13 . 

Each row is a reduced residue system mod 5 and each column consists of 
numbers congruent to each other mod 5. 

PROOF. First we prove that properties (a) and (b) are equivalent. If(b) holds 
we can display the q(k) elements of S as a matrix, using the q(d) disjoint sets 
of (b) as columns. This matrix has cp(k)/cp(d) rows. Each row contains a 
reduced system mod d, and these are the disjoint sets required for part (a). 
Similarly, it is easy to verify that (a) implies (b). 

Now we prove (b). Let S, be a given reduced residue system mod d, and 
suppose r E &. We will prove that there are at least cp(k)/cp(d) integers n in S, 
distinct mod k, such that II = Y (mod d). Since there are q(d) values of Y in 
Sd and q(k) integers in S, there can’t be more than cp(k)/cp(d) such numbers n, 
so this will prove part (b). 

The required numbers n will be selected from the residue classes mod k 
represented by the following k/d integers : 

r, r + d, r + 2d, . . . , r + f d. 

These numbers are congruent to each other mod d and they are incongruent 
mod k. Since (r, d) = 1, Theorem 5.32 shows that cp(k)/cp(d) of them are 
relatively prime to k, so this completes the proof. (For a different proof based 
on group theory see Cl].) 0 

Exercises for Chapter 5 

1. Let S be a set of n integers (not necessarily distinct). Prove that some nonempty 
subset of S has a sum which is divisible by n. 

2. Prove that 5n3 + 7n5 = 0 (mod 12) for all integers n. 

3. (a) Find all positive integers n for which n13 = n (mod 1365). 
(b) Find all positive integers n for which nl’ = n (mod 4080). 

4. (a) Prove that q(n) I 2 (mod 4) when n = 4 and when n = p’, where p is a prime, 
p = 3 (mod 4). 

(b) Find all n for which q(n) = 2 (mod 4). 

5. A yardstick divided into inches is again divided into 70 equal parts. Prove that 
among the four shortest divisions two have left endpoints corresponding to 1 and 
19 inches. What are the right endpoints of the other two? 

6. Find all x which simultaneously satisfy the system of congruences 

x = 1 (mod 3), x = 2 (mod 4), x e 3 (mod 5). 
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7. Prove the converse of Wilson’s theorem: 1f(n - 1) ! + 1 = 0 (mod n), then n is prime 
ifn > 1. 

g Find all positive integers n for which (n - l)! + 1 is a power of n. 

9. If p is an odd prime, let q = (p - 1)/2. Prove that 

(q!)’ + (- l)* = 0 (mod p). 

This gives q! as an explicit solution to the congruence x2 + 1 = 0 (mod p) when 
p G 1 (mod 4), and it shows that q! = + 1 (mod p) if p = 3 (mod 4). No simple 
general rule is known for determining the sign. 

10. If p is odd, p > 1, prove that 

and 

123252 . . (p _ 2)2 E (_ l)(P+‘)/2 (mod p) 

224262 . ..(p - 1)2 = (-l)(P+l)iz (modp). 

11. Let p be a prime, p 2 5, and write 

I+;+;+...+;=;. 
Prove that p3 I(r - s). 

12 If p is a prime, prove that 

Also, if p”) [n/p] prove that 

13. Let a, b, n be positive integers such that n divides a” - b”. Prove that n also divides 
(a” - b”)/(a - b). 

14. Let a, b, and x,, be positive integers and define 

x,=ax,-,+b forn=1,2, 

Prove that not all the x, can be primes. 

15. Let n, r, a denote positive integers. The congruence n2 = n (mod 10”) implies 
n’ = n (mod 10’) for all r. Find all values of r such that n’ z n (mod 10’) implies 
nz = n (mod 10’). 

16. Let n, a, d be given integers with (a, d) = 1. Prove that there exists an integer m 
such that m = a (mod d) and (m, n) = 1. 

17. Let f be an integer-valued arithmetical function such that 

f(m + n) = f(n) (mod m) 
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for all m 2 1, n 2 1. Let g(n) be the number of values (including repetitions) of 
f(l), f(2), , f(n) divisible by n, and let h(n) be the number of these values relatively 
prime to n. Prove that 

h(n) = n C p(d) 7. 
din 

18. Given an odd integer n > 3, let r’c and t be the smallest positive integers such that 
both kn + 1 and tn are squares. Prove that n is prime if, and only if, both k and t 
are greater than n/4. 

19. Prove that each member of the set of n - 1 consecutive integers 

n! + 2,n! + 3,...,n! + n 

is divisible by a prime which does not divide any other member of the set. 

20. Prove that for any positive integers n-and k, there exists a set of n consecutive integers 
such that each member of this set is divisible by k distinct prime factors no one of 
which divides any other member of the set. 

21. Let n be a positive integer which is not a square. Prove that for every integer a 
relatively prime to n there exist integers x and y satisfying 

ax-y(modn) withO<x<&andO<lyl<&. 

22. Let p be a prime, p = 1 (mod 4), let 4 = (p - 1)/2, and let a = q !. 
(a) Prove that there exist positive integers x and y satisfying 0 < x < & and 

0 < y < & such that 

a;!x2 - y2 = 0 (mod p). 

(b) For the x and yin part (a), prove that p = x2 + y2. This shows that every prime 
p = 1 (mod 4) is the sum of two squares. 

(c) Prove that no prime p = 3 (mod 4) is the sum of two squares. 
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Finite Abelian Groups and 
Their Characters 6 

6.1 Definitions 

In Chapter 2 we had occasion to mention groups but made no essential use 
of their properties. Now we wish to discuss some elementary aspects of group 
theory in more detail. In Chapter 7 our discussion of Dirichlet’s theorem on 
primes in arithmetical progressions will require a knowledge of certain 
arithmetical functions called Dirichlet characters. Although the study of 
Dirichlet characters can be undertaken without any knowledge of groups, 
the introduction of a minimal amount of group theory places the theory of 
Dirichlet characters in a more natural setting and simplifies some of the 
discussion. 

Definition Postulates for a group. A group G is a nonempty set of elements 
together with a binary operation, which we denote by ., such that the 
following postulates are satisfied : 

(a) Closure. For every a and b in G, a. b is also in G. 
(b) Associutiuity. For every a, b, c in G, we have (a . b) . c = a. (b . c). 
(c) Existence of identity. There is a unique element e in G, called the 

identity, such that a. e = e . a = a for every a in G. 
(d) Existence of inverses. For every a in G there is a unique element b in G 

such that a . b = b . a = e. This b is denoted by a- ’ and is called the 
inverse of u. 

Note. We usually omit the dot and write ub for a . b. 

Definition Abelian group. A group G is called abelian if every pair of elements 
commute; that is, if ab = bu for all a and b in G. 
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Delbition Finite group. A group G is called finite if G is a finite set. In this 
case the number of elements in G is called the order of G and is denoted 
by IGI. 

Definition Subgroup. A nonempty subset G’ of a group G which is itself a 
group, under the same operation, is cal1ed.a subgroup of G. 

6.2 Examples of groups and subgroups 

EXAMPLE 1 Trivial subgroups. Every group G has at least two subgroups, 
G itself and the set {e} consisting of the identity element alone. 

EXAMPLE 2 Integers under addition. The set of all integers is an abelian group 
with + as the operation and 0 as the identity. The inverse of n is -n. 

EXAMPLE 3 Complex numbers under multiplication. The set of all non-zero 
complex numbers is an abelian group with ordinary multiplication of 
complex numbers as the operation and 1 as the identity. The inverse of z is the 
reciprocal l/z. The set of all complex numbers of absolute value 1 is a 
subgroup. 

EXAMPLE 4 The nth roots of unity. The groups in Examples 2 and 3 are 
infinite groups. An example of a finite group is the set (1, E, a’, . . . , c”-l}, 
where E = elniin and the operation . is ordinary multiplication of complex 
numbers. This group, of order n, is called the group of nth roots of unity. It is a 
subgroup of both groups in Example 3. 

6.3 Elementary properties of groups 
The following elementary theorems concern an arbitrary group G. Unless 
otherwise stated, G is not required to be abelian nor finite. 

Theorem 6.1 Cancellation laws. Zf elements a, b, c in G satisfy 

ac == be or ca = cb, 

then a = b. 

PROOF. In the first case multiply each member on the right by c-l and use 
associativity. In the second case multiply on the left by c-i. q 

Theorem 6.2 Properties of inverses. In any group G we have: 

(a) e-l = e. 
(b) For every a in G, (a-‘)-’ = a. 
(c) For all a and b in G, (ab)- ’ = b- ‘6 I. (Note reversal of order.) 
(d) For all a and b in G the equation ax = b has the unique solution x = 

a-lb; the equation ya = b has the unique solution y = ba-‘. 
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PROOF. 

(a) Since ee = ee -’ we cancel e to obtain e = e-r. 
(b) Since au- ’ = e and inverses are unique, a is the inverse of a- ‘. 
(c) By associativity we have 

(ub)(b-‘a-‘) = a(bb-‘)a-’ = ueu-’ = au-’ = e 

so b-la-’ is the inverse of ub. 
(d) Again by associativity we have 

u(u-‘b) = (au-‘)b = b and (bu- ‘)a = b(u- ‘a) = b. 

The solutions are unique because of the cancellation laws. 0 

Definition Powers of an element. If a E G we define u” for any integer n by the 
following relations: 

u” = e 2 an = &f-l 2 umn = (a-‘)” for n > 0. 

The following laws of exponents can be proved by induction. We omit 
the proofs. 

Theorem 6.3 If a E G, any two powers of a commute, undfor all integers m and n 
we have 

pun = p+ n = unum and (u”‘)n = urn” = (~2’)~. 

Moreover, ifu and b commute we have 

unbn = (ub)“. 

Theorem 6.4 Subgroup criterion. Zf G’ is a nonempty subset of a group G, then 
G’ is a subgroup if, and only if, G’ satisfies group postulates (a) and (d): 
(a) Closure: Zf a, b E G’, then ub E G’. 
(d) Existence of inverse. Zf a E G’, then a- ’ E G’. 

PROOF. Every subgroup G’ certainly has these properties. Conversely, if G 
satisfies (a) and (d) it is easy to show that G’ also satisfies postulates (b) and (c). 
Postulate (b), associativity, holds in G’ because it holds for all elements in G. 
To prove that(c) holds in G’ we note that there is an element a in G’ (since G’ is 
nonempty) whose inverse u-i E G’ (by (d)) hence au- ’ E G’ by (a). But au- ’ 
= e so e E G’. 0 

6.4 Construction of subgroups 

A subgroup of a given group G can always be constructed by choosing any 
element a in G and forming the set of all its powers u”, n = 0, L 1, f2, . . . 
This set clearly satisfies postulates (a) and (d) so is a subgroup of G. It is called 
the cyclic subgroup generated by a and is denoted by (a). 
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Note that (a) is abelian, even if G is not. If an = e for some positive 
integer n there will be a smallest n > 0 with this property and the subgroup 
(a) will be a finite group of order n, 

(a) = {a, u2, . . . , a”-‘, a” = e}. 

The integer n is also called the order ofthe element a. An example of a cyclic 
subgroup of order n is the group of nth roots of unity mentioned in Section 
6.2. 

The next theorem shows that every element of a finite group has finite 
order. 

Theorem 6.5 If G is jinite and a E G, then there is a positive integer n 5 1 G 1 
such that an = e. 

PROOF. Let g = 1 G I. Then at least two of the following g + 1 elements of G 
must be equal: 

e., a, a*, . . . , as. 

Suppose that a’ = us, where 0 51 s < r I g. Then we have 

e = a’($-’ = ares. 

This proves the theorem with n = r - s. 0 

As noted in Section 6.2, every group G has two trivial subgroups, {e} and 
G itself. When G is a finite abelian group there is a simple process for con- 
structing an increasing collection of subgroups intermediate to {e} and G. 
The process, which will be described in Theorem 6.8, is based on the following 
observation. 

If G’ is a subgroup of a finite group G, then for any element a in G there is an 
integer n such that u” E G’. If (I is already in G’ we simply take n = 1. If 
a $ G’ we can take n to be the order of a, since un = e E G’. However, there may 
be a smaller positive power of a which lies in G’. By the well-ordering principle 
there is a smallest positive integer n such that u” E G’. We call this integer the 
indicator of a in G’. 

Theorem 6.6 Let G’ be a subgroup of a jinite abelian group G, where G’ # G. 
Choose an element a in G, a q! G”, and let h be the indicator of a in G’. Then 
the set of products 

G”={xak:x~G’andk=0,1,2,,..,h- l} 

is a subgroup of G which contains G’. Moreover, the order of G” is h times 
that of G’, 

IG”I = h/G’l. 
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PROOF. To show G” is a subgroup we use the subgroup criterion. First we 
test closure. Choose two elements in G”, say xak and yaj, where x, y E G’ and 
0 < k < h, 0 I j < h. Since G is abelian the product of the elements is 

(1) (xy)ak + j. 

Nowk+j=qh+rwhereOIr<h.Hence 
ak+j = aqhfr = aqhar = zar, 

where z = aqh = (ah)” E G’ since ah E G’. Therefore the element in (1) is 
(xyz)a’ = wa’, where w E G’ and 0 I r < h. This proves that G” satisfies the 
closure postulate. 

Next we show that the inverse of each element in G” is also in G”. Choose 
an arbitrary element in G”, say xak. If k = 0 then the inverse is x- ’ which is in 
G”. If 0 < k < h the inverse is the element 

ya h-k, where y = x-‘(ah)-l, 

which again is in G”. This shows that G” is indeed a subgroup of G. Clearly 
G” contains G’. 

Next we determine the order of G”. Let m = ) G’l. As x runs through the 
m elements of G’ and k runs through the h integers 0, 1,2,. . . , h - 1 we obtain 
mh products xak. If we show that all these are distinct, then G” has order mh. 
Consider two of these products, say xak and yaj and assume that 

xak = yaj with 0 I j I k < h. 

Then ak-j = x-l yandO<k-j<h.Sincex-‘yEG’wemusthaveak-jin 
G’ so k = j and hence x = y. This completes the proof. 0 

6.5 Characters of finite abelian groups 

Definition Let G be an arbitrary group. A complex-valued functionfdefined 
on G is called a character of G iffhas the multiplicative property 

f(4 = f(a)f(b) 

for all a, b in G, and iff(c) # 0 for some c in G. 

Theorem 6.7 Iff is a character of ajinite group G with identity element e, then 
f(e) = 1 and eachfinction value f(a) is a root ofunity. Infact, if a” = e then 
f(a)” = 1. 

PROOF. Choose c in G such that f(c) # 0. Since ce = c we have 

f(c)f(e) = f(c) 

SO f(e) = 1. If a” = e then f(a)” = f (a”) = f(e) = 1. q 
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EXAMPLE Every group G has at least one character, namely the function which 
is identically 1 on G. This is called the principal character. The next theorem 
tells us that there are further characters if G is abelian and has finite order > 1. 

Theorem 6.8 AJinite abelian grou,p G of order n has exactly n distinct characters. 

PROOF. In Theorem 6.6 we learned how to construct, from a given subgroup 
G’ # G, a new subgroup G” containing G’ and at least one more element a 
not in G’. We use the symbol (G!‘; a) to denote the subgroup G” constructed 
in Theorem 6.6. Thus 

(G’; a) = {xak:x E G’ and 0 I k < h} 

where h is the indicator of a in G’. 
Now we apply this construction repeatedly, starting with the subgroup 

(e} which we denote by Gi. If Gr # G we let a, be an element of G other than 
e and define G2 = (G, ; al). If Gz # G let a2 be an element of G which is not 
in G2 and define G3 = (G,; a&. Continue the process to obtain a finite 
set of elements a,, az, . . . , a, and a corresponding set of subgroups G1, 
G 2,‘.., G 1+ r such that 

G r+l = (6; a,> 

with 

G, c G2 c .a. c G,,, = G. 

The process must terminate in a finite number of steps since the given group 
G is finite and each G,, i contains more elements than its predecessor G,. 
We consider such a chain of subgroups and prove the theorem by induction, 
showing that if it is true for G, it must also be true for G,, i. 

It is clear that there is only one character for G1, namely the function which 
is identically 1. Assume, therefore, that G, has order m and that there are 
exactly m distinct characters for G,. Consider G,+ i = (G,; a,) and let h 
be the indicator of a, in G,, that is, the smallest positive integer such that 
ulh E G,. We shall show that there are exactly h different ways to extend each 
character of G, to obtain a character of G,+i, and that each character of 
G r+ 1 is the extension of some character of G,. This will prove that G, + I has 
exactly mh characters, and since mh is also the order of G, + i this will prove the 
theorem by induction on r. 

A typical element in G,+ i has the form 

x4k, where x E G, and 0 < k < h. 

Suppose for the moment that ii: is possible to extend a character f of G, to 
G ,+ r. Call this extensionfand let us see what can be said aboutf(xa,k). The 
multiplicative property requires 

&h&Y = PW.hJk. 
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6.6 : The character group 

But x E G, SOT(X) = f(x) and the foregoing equation implies 

b&v = fb)fb,)k. 

This tells us thatf(xark) is determined as soon asf(a,) is known. 
What are the possible values forf(u,)? Let c = ulh. Since c E G, we have 

f(c) = f( 1, c an d sincefis multiplicative we also haveT = f(uJh. Hence 

fWh = f(c), 

SOT@,) is one of the hth roots off(c). Therefore there are at most h choices 
for f(4). 

These observations tell us how to define f Iff is a given character of G,, 
we choose one of the hth roots off(c), where c = urh, and definef(u,) to be 
this root. Then we defineron the rest of G,+ 1 by the equation 

(2) f(x4-7 = fc4f(4)k. 

The h choices fory(u,) are all different so this gives us h different ways to 
definef(xu,k). Now we verify that the function jso defined has the required 
multiplicative property. From (2) we find 

P(x4. . yu,j) = P(xy. u;+-q = f(xy)f(u,)k+j 

= f(4f(Ylmkf(~,) 
= fw)f(Y4 

soTis a character of G,+ 1. No two of the extensionsfand g can be identical 
on G+l because the functions f and g which they extend would then be 
identical on G,. Therefore each of the m characters of G, can be extended in h 
different ways to produce a character of G,+ 1. Moreover, if cp is any character 
of Gr+l then its restriction to G, is also a character of G,, so the extension 
process produces all the characters of G,+ 1. This completes the proof. 0 

6.6 The character group 

In this section G is a finite abelian group of order n. The principal character 
of G is denoted by f,. The others, denoted by fi ,f3, . . . , fn, are called non- 
principal characters. They have the property thatf(u) # 1 for some a in G. 

Theorem 6.9 If multiplication of characters is dejined by the relation 

for each a in G, then the set of characters of G forms an ubeliun group of 
order n. We denote this group by G. The identity element of G is the principal 
character fi. The inverse off;: is the reciprocal I,&. 

ROOF. Verification of the group postulates is a straightforward exercise and 
we omit the details. 
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6 : Finite abelian groups and their characters 

Note. For each character f’ we have 1 f(a)/ = 1. Hence the reciprocal 
llf(a) is equal to the complex conjugatef(a). Thus, the functionfdefined by 
m = f75 1 a is a so a character of G. Moreover, we have 

1 
“764 = f(a) = f(u-‘) 

for every a in G. 

6.7 The orthogonality relations for characters 

Let G be a finite abelian-group of order n with elements ai, u2, . . . , a,, and 
let fl,fi, . . . , f, be the characters of G, withf, the principal character. 

Notation We denote by A = A(G) the n x n matrix [uij] whose element uij in 
the ith row and jth column is 

Uij = fi(Uj). 

We will prove that the matrix A has an inverse and then use this fact 
to deduce the so-called orthogonality relations for characters. First we 
determine the sum of the entries in each row of A. 

Theorem 6.10 The sum of the entries in the ith row of A is given by 

n if fi is the principal character (i = l), 
. r$I’(ur) = {Cl otherwise. 

PROOF. Let S denote the sum in question. Iffy = fr each term of the sum is 1 
and S = n. If fi # fi, there is an element b in G for which f,(b) # 1. As a, 
runs through the elements of G so does the product bu,. Hence 

S = i MA = h(b) i fi@,) = M4S. 
r=l r=l 

Therefore S(l - J(b)) = 0. Since f,(b) # 1 it follows that S = 0. 0 

Now we use this theorem to show that A has an inverse. 

Theorem 6.11 Let A* denote the conjugate transpose of the matrix A. Then we 
have 

AA* = nl, 

where I is the n x n identity matrix. Hence n-‘A* is the inverse of A. 
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6.8 : Dirichlet characters 

PROOF. Let B = AA*. The entry bij in the ith row and jth column of B is 
given by 

where fk = f;:j; = 1;:lfi. Now fi/fj = fi if, and only if, i = j. Hence by 
Theorem 6.10 we have 

In other words, B = nl. 

bij = n if i = j, 

0 if i # j. 

0 

Next we use the fact that a matrix commutes with its inverse to deduce the 
orthogonality relations for characters. 

Theorem 6.12 Orthogonality relations for characters. We have 

PROOF. The relation AA* = nl implies A*A = nl. But the element in the ith 
row and jth column of A*A is the sum on the left of (3). This completes the 
proof. 0 

Note. Sincex(ai) = fi(ai)- ’ = J.(ai- ‘), the general term of the sum in (3) 
is equal to fi(ai- ‘)fi(aj) = fr(ai- ‘aj). Therefore the orthogonality relations 
can also be expressed as follows: 

When ai is the identity element e we obtain: 

Theorem 6.13 The sum of the entries in the jth column of A is given by 

(4) 

6.8 Dirichlet characters 

The foregoing discussion dealt with characters of an arbitrary finite abelian 
group G. Now we specialize G to be the group of reduced residue classes 
modulo a fixed positive integer k. First we prove that these residue classes do, 
indeed, form a group if multiplication is suitably defined. 

We recall that a reduced residue system modulo k is a set of q(k) integers 
ial, a2> . . . 2 U.(k)> incongruent modulo k, each of which is relatively prime to 
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k. For each integer a the corresponding residue class B is the set of all integers 
congruent to a modulo k: 

Li= {x:x=a (modk)}. 

Multiplication of residue classes is defined by the relation 

(5) ii.6 = 3. 

That is, the product of two residue classes ci and b is the residue class of the 
product ab. 

Theorem 6.14 With multiplication dejined by (5), the set of reduced residue 
classes module k is a$nite abelian group of order q(k). The identity is the 
residue class 1. The inverse of d is the residue class 6 where ab = 1 (mod k). 

PROOF. The closure property is automatically satisfied because of the way 
multiplication of residue classes was defined. The class 1 is clearly the identity 
element. If (a, k) = 1 there is a unique b such that ab = 1 (mod k). Hence 
the inverse of B is 6. Finally, it is clear that the group is abelian and that its 
order is q(k). 0 

Definition Dirichlet characters. Let G be the group of reduced residue 
classes modulo k. Corresponding to each character f of G we define an 
arithmetical function x = xJ as follows: 

x(n) = f(C) if (n, k) = 1, 

x(n) = 0 if (n, k) > 1. 

The function x is called a Dirichlet character modulo k. The principal 
character xi is that which has the properties 

xl(n) = 
1 if (n, k) = 1, 
0 if(n,k)> 1. 

Theorem 6.15 There are q(k) distinct Dirichlet characters modulo k, each of 
which is completely multiplicative and periodic with period k. That is, we 
have 

(6) 

and 

x(mn) = x(m)x(n) for all m, n 

x(n + k) = x(n) for all n. 

Conversely, if x is completely multiplicative and periodic with period k, 
and if x(n) = 0 if (n, k) > 1, then x is one of the Dirichlet characters mod k. 

PROOF. There are q(k) characters f for the group G of reduced residue classes 
modulo k, hence q(k) characters x/ modulo k. The multiplicative property (6) 
of Q follows from that off when both m and n are relatively prime to k. 
If one of m or n is not relatively prime to k then neither is mn, hence both 
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6.8: Dirichlet characters 

members of (6) are zero. The periodicity property follows from the fact that 
x/(n) = f’(G) and that a = b (mod k) implies (a, k) = (b, k). 

To prove the converse we note that the function f defined on the group 
G by the equation 

f(G) = x(n) if (n, k) = 1 

is a character of G, so x is a Dirichlet character mod k. 0 

EXAMPLE When k = 1 or k = 2 then q(k) = 1 and the only Dirichlet 
character is the principal character x1. For k 2 3, there are at least two 
Dirichlet characters since q(k) 2 2. The following tables display all the 
Dirichlet characters for k = 3,4 and 5. 

n 1 2 3 45 

xl(n) 1 1 1 1 0 

n I 2 3 n 12 34 x2(n) 1 -1 -1 1 0 

x,(n) 1 1 0 x,(n) 1 0 1 0 )&l)l i -i-l0 

x,(n) 1 - 1 0 x2(n) 1 0 - 1 0 X&l) 1 -i i - 1 0 

k = 3, q(k) = 2 k = 4, q(k) = 2 k = 5, q(k) = 4 

To fill these tables we use the fact that &I)~(~) = 1 whenever (n, k) = 1, 
so x(n) is a cp(k)th root of unity. We also note that if x is a character mod k so is 
the complex conjugate 2. This information suffices to complete the tables for 
k = 3 and k = 4. 

When k = 5 we have (p(5) = 4 so the possible values of x(n) are + 1 and +_ i 
when (n, 5) = 1. Also, x(2)x(3) = x(6) = x(1) = 1 so x(2) and x(3) are re- 
ciprocals. Since x(4) = x(2)’ this information suffices to fill the table for 
k = 5. As a check we can use Theorems 6.10 and 6.13 which tell us that the 
sum of the entries is 0 in each row and column except for the first. The follow- 
ing tables display all the Dirichlet characters mod 6 and 7. 

n 1234 56 n 1 2 3 4 5 67 

x,(n) 1 0 0 0 1 0 xl(n) 1 1 1 1 1 1 0 

x*(n) 1 0 0 0 -1 0 x,(n) 1 1 - 1 1 -1 -1 0 

k = 6, cp(k) = 2 x3(n) 1 C!? w  --w -09 -1 0 w  = $i’3 

x,(n) 1 d --w --o CL? 1 0 

X&l) 1 -co d d --w 1 0 

X&l) 1 --w -Cl? d w  -1 0 

k = 7, q(k) = 6 
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6 : Finite abelian groups and their characters 

In our discussion of Dirichlet’s theorem on primes in an arithmetic 
progression we shall make use of the following orthogonality relation 
for characters modulo k. 

Theorem 6.16 Let x1, . . . , xpCkj denote the q(k) Dirichlet characters modulo k. 
Let m and n be two integers, with (n, k) = 1. Then we have 

v(k) 
,Tl x,(m)%(n) = 

q(k) if m E n (mod k), 
0 if m q! n (mod k). 

PROOF. If (m, k) = 1 take ai = fi and aj = ti in the orthogonality relations 
of Theorem 6.12 and note that riz = Ti if, and only if, m = n (mod k). If 
(m, k) > 1 each term in the sum vanishes and m + n (mod k). 0 

6.9 Sums involving Dirichlet characters 

This section discusses certain sums which occur in the proof of Dirichlet’s 
theorem on primes in arithmetical progressions. 

The first theorem refers to a nonprincipal character x mod k, but the 
proof is also valid if x is any arithmetical function that is periodic with 
period k and has bounded partial sums. 

Theorem 6.17 Let 1 be any nonprincipal character modulo k, and let f be a 
nonnegative function which has a continuous negative derivative f’(x) for 
all x 2 x0. Then if y 2 x 2 x0 we have 

(7) x zs yx(n)f (n) = O(f (x)). 

If, in addition, f (x) + 0 as x --t GO, then the injinite series 

converges and we have, for x 2 x0, 

nT;(n)f (4 = $Ix(n)f (n) + O(f (x)). 

PROOF. Let A(x) = xnsx x(n). Since x is nonprincipal we have 

A(k) = i x(n) = 0. 
n=l 

By periodicity it follows that A(nk) = 0 for n = 2, 3, . . . , hence 1 A(x) 1 < q(k) 
for all x. In other words, A(x) = 0( 1). 
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Now we use Abel’s identity (Theorem 4.2) to express the sum in (7) as an 
integral. This gives us 

= W-(Y)) + W-(x)) + 0 
!i ) 

yW(t)) dt = W-W 
x 

This proves (7). Iff(x) -+ 0 as x + cc then (7) shows that the series 

nzl x(nlf (4 

converges because of the Cauchy convergence criterion. To prove (8) we 
simply note that 

n~lxOf(n) = n&xMf(n) + :tt x<~~~WO~ 

Because of (7) the limit on the right is O(f(x)). This completes the proof. 0 

Now we apply Theorem 6.17 successively withf(x) = l/x,f(x) = (log x)/x, 
andf(x) = l/,,& for x 2 1 to obtain: 

Theorem 6.18 If x is any nonprincipal character mod k and ifx 2 1 we have 

(9) 

(10) 

(11) 

;xq=$lq+o(;), 

1 x(nYog n 
n5.x 

n = .zl X@);g n + o(!y), 

#= p$+ o(5). 
n 

6.10 The nonvanishing of L(1, x) for real 
nonprincipal x 

We denote by L(1, x) the sum of the series in (9). Thus, 

L&1() = f x(n). 
n=~ n 

In the proof of Dirichlet’s theorem we need to know that L(1, x) # 0 when x 
is a nonprincipal character. We prove this here for real nonprincipal char- 
acters. First we consider the divisor sum of x(n). 

141 



6: Finite abelian groups and their characters 

Theorem 6.19 Let x be any real-valued character mod k and let 

44 = c z(d). 

Then A(n) 2 Ofor all n, and A(n) 2 1 ifn is a square. 

PROOF. For prime powers we have 

N.f)= &fPY=l+ &o,)‘. 
t=o t=1 

Since x is real-valued the only possible values for x(p) are 0, 1 and - 1. If 
:h@e)n=OthenA@“)=l;if~@)=lthenA(p”)=u+l;andif~(p)=-l 

A(p”) = 
0 if a is odd, 
1 if a is even. 

In any case, A(f) 2 1 if a is even. 
Now if n = pra1 . . . pp’ then A(n) = A@,“‘) . . . A(p,“‘) since A is multi- 

plicative. Each factor A@:‘) 2 0 hence A(n) 2 0. Also, if n is a square then 
each exponent ai is even, SO each factor A(pi”‘) 2 1 hence A(n) 2 1. This 
proves the theorem. 0 

Theorem 6.20 For any real-valued nonprincipal character x mod k, let 

44 = c x(4 and B(x) = 1 *. 
din ncx & 

Then we have: 

(a) B(x)+ 00asx-t co. 

(b) B(x) = 2&L(l, x) + O(1) for all x 2 1. 

Therefore L(l, x) # 0. 

PROOF. To prove part (a) we use Theorem 6.19 to write 

The last sum tends to cc as x + co since the harmonic series 1 l/m diverges. 
To prove part (b) we write 

B(x) = 1 L c X(d) = 
115x fid,” 
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Now we invoke Theorem 3.17 which states that 

where ab = x, F(x) = xnjx f( n , ) and G(x) = xnlx g(n). We take a = b = 

& and let f(n) = x(n)/&, g(n) = l/,,& to obtain 

By Theorem 3.2 we have 

where A is a constant, and by Theorem 6.18, Equation (1 l), we have 

F(x) = c x(n) = B + 0 
n+h 

where B = I:= 1 x(n)/&. Since F(&)G(&) = ~Bx"~ + O(l), Equation 
(12) gives us 

= 2& w x) + O(l). 
This proves part (b). Now it is clear that parts (a) and (b) together imply that 
Jw, x) z 0. Cl 

Exercises for Chapter 6 

1. Let G be a set of nth roots of a nonzero complex number. If G is a group under 
multiplication, prove that G is the group of nth roots of unity. 

2. Let G be a finite group of order n with identity element e. If a,, . . . , a, are n 
elements of G, not necessarily distinct, prove that there are integers p and q with 
l~p~q~nsuchthata,a,+,~~~a,=e. 
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3. Let G be the set of all 2 x 2 matrices 
a b 

( > c d’ 
where a, b, c, d are integers with 

ad - bc = 1. Prove that G is a group under matrix multiplication. This group is 
sometimes called the modular group. 

4. Let G = (a) be a cyclic group generated by a. Prove that every subgroup of G is 
cyclic. (It is not assumed that G is finite.) 

5. Let G be a finite group of order n and let G’ be a subgroup of order m. Prove that 
m 1 n (Lagrange’s theorem). Deduce that the order of every element of G divides n. 

6. Let G be a group of order 6 with identity element e. Prove that either G is cyclic, or 
else there are two elements a and b in G such that 

G = {a, a’, a3, b, ab, a’b}, 

with a3 = b2 = e. Which of these elements is ba? 

7. A group table for a finite group G = {a,, . . . , a,} of order n is an n x n matrix 
whose &entry is aiaj. If aiaj = e prove that ajai = e. In other words, the identity 
element is symmetrically located in the group table. Deduce that if n is even the 
equation x2 = e has an even number of solutions. 

8. Generalizing Exercise 7, let f(p) d enote the number of solutions of the equation 
xp = e, where p is a prime divisor of n, the order of G. Prove that p ( f(p) (Cauchy’s 
theorem). [Hint: Consider the set S of ordered p-tuples (al, , up) such that ai E G 
anda,...a,=e.TherearenP-i p-tuples in S. Call two such p-tuples equivalent 
if one is a cyclic permutation of the other. Show thatf@) equivalence classes contain 
exactly one member and that each of the others contains exactly p members. Count 
the number of members of S in two ways and deduce that p 1 f(p).] 

9. Let G be a finite group of order n. Prove that n is odd if, and only if, each element of 
G is a square. That is, for each a in G there is an element b in G such that a = b’. 

10. State and prove a generalization of Exercise 9 in which the condition “n is odd” is 
replaced by “n is relatively prime to k” for some k 2 2. 

11. Let G be a finite group of order n, and let S be a subset containing more than n/2 
elements of G. Prove that for each g in G there exist elements a and b in S such that 
ab = g. 

12. Let G be a group and let S be a subset of n distinct elements of G with the property 
that a E S implies a- ’ # S. Consider the n2 products (not necessarily distinct) of the 
form ab, where a E S and b E S. Prove that at most n(n - I)/2 of these products 
belong to S. 

13. Letf,, . . , fm be the characters of a finite group G of order m, and let a be an element 
of G of order n. Theorem 6.7 shows that each number f,(a) is an nth root of unity. 
Prove that every nth root of unity occurs equally often among the numbersf,(a), 
f*(a), , f,(a). [Hint: Evaluate the sum 

in two ways to determine the number of times eZaiin occurs.] 
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14. Construct tables showing the values of all the Dirichlet characters mod k for 
k = 8, 9, and 10. 

15. Let x be any nonprincipal character mod k. Prove that for all integers a < b we have 

16. If 2 is a real-valued character mod k then x(n) = + 1 or 0 for each n, so the sum 

S = 1 v(n) 
n=l 

is an integer. This exercise shows that 125 = 0 (mod k). 

(a) If (a, k) = 1 prove that a@)S = S (mod k). 
(b) Write k = 2”q where 4 is odd. Show that there is an integer a with (a, k) = 1 

such that a = 3 (mod 2”) and a = 2 (mod q). Then use (a) to deduce that 
12s = 0 (mod k). 

17. An arithmetical function f is called periodic mod k if k > 0 and f(m) = f(n) 
whenever m = n (mod k). The integer k is called a period of J 

(a) If f is periodic mod k, prove that f has a smallest positive period kO and that 

blk. 
(b) Let f be periodic and completely multiplicative, and let k be the smallest 

positive period of j Prove that f(n) = 0 if (n, k) > 1. This shows that f is a 
Dirichlet character mod k. 

18. (a) Let f be a Dirichlet character mod k. If k is squarefree, prove that k is the smallest 
positive period off: 

(b) Give an example of a Dirichlet character mod k for which k is not the smallest 
positive period of J: 
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7 Dirichlet’s Theorem on 
Primes in Arithmetical Progressions 

7.1 Introduction 

The arithmetic progression of odd numbers 1, 3, 5, . . . ,2n + 1, . . . contains 
infinitely many primes. It is natural to ask whether other arithmetic pro- 
gressions have this property. An arithmetic progression with first term h and 
common difference k consists of all numbers of the form 

(1) kn+h,n=0,1,2 ,... 

If h and k have a common factor d, each term of the progression is divisible 
by d and there can be no more than one prime in the progression if d > 1. 
In other words, a necessary condition for the existence of infinitely many 
primes in the arithmetic progression (1) is that (h, k) = 1. Dirichlet was the 
first to prove that this condition is also sufficient. That is, if (h, k) = 1 the 
arithmetic progression (1) contains infinitely many primes. This result, 
now known as Dirichlet’s theorem, will be proved in this chapter. 

We recall that Euler proved the existence of infinitely many primes by 
showing that the series 1 p- ‘, extended over all primes, diverges. Dirichlet’s 
idea was to prove a corresponding statement when the primes are restricted 
to lie in the given progression (1). In a famous memoir [ 151 published in 1837 
Dirichlet carried out this plan by ingenious analytic methods. The proof was 
later simplified by several authors. The version given in this chapter is based 
on a proof published in 1950 by Harold N. Shapiro [65] and deals with the 
series c p- ’ log p rather than 1 p- i. 

First we show that for certain special progressions it is easy to prove 
Dirichlet’s theorem by a modification of Euclid’s proof of the infinitude of 
primes. 
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7.2: Dirichlet’s theorem for primes of the form 4n - 1 and 4n + 1 

7.2 Dirichlet’s theorem for primes of 
the form 4n - 1 and 4n + 1 

Theorem 7.1 There are injinitely many primes of the form 4n - 1. 

PROOF. We argue by contradiction. Assume there are only a finite number of 
such primes, let p be the largest, and consider the integer 

N = z2 . 3. 5.. . p - 1. 

The product 3 .5 ’ . . p contains all the odd primes <p as factors. Since N 
is of the form 4n - 1 it cannot be prime because N > p. No prime <p 
divides N, so all the prime factors of N must exceed p. But all of the prime 
factors of N cannot be of the form 4n + 1 because the product of two such 
numbers is again of the same form. Hence some prime factor of N must be 
of the form 4n - 1. This is a contradiction. q 

A different type of argument can be used for primes of the form 4n + 1. 

Theorem 7.2 There are injnitely many primes of the form 4n + 1. 

PROOF. Let N be any integer > 1. We will show that there is a prime p > N 
such that p = 1 (mod 4). Let 

m = (N!)2 + 1. 

Note that m is odd, m > 1. Let p be the smallest prime factor of m. None of 
the numbers 2,3, . . . , N divides m, so p > N. Also, we have 

(N !)’ = - 1 (mod p). 

Raising both members to the (p - 1)/2 power we find 

(N !)P- ’ E (- l)(P- ‘)I2 (mod p). 

But (N !)“- i = 1 (mod p) by the Euler-Fermat theorem, so 

(- 1)(p-1)/2 = 1 (mod p). 

Now the difference (- l)(p- 1)/2 - 1 is either 0 or - 2, and it cannot be - 2, 
because it is divisible by p, so it must be 0. That is, 

(- l)(P- I)/2 = 1. 

But this means that (p - 1)/2 is even, so p = 1 (mod 4). In other words, 
we have shown that for each integer N > 1 there is a prime p > N such that 
p = 1 (mod 4). Therefore there are infinitely many primes of the form 
4n + 1. 0 

Simple arguments like those just given for primes of the form 4n - 1 
and 4n + 1 can also be adapted to treat other special arithmetic progressions, 
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such as 5n - 1,8n - 1,8n - 3 and 8n + 3 (see Sierpinski [67]), but no one 
has yet found such a simple argument that works for the general progression 
kn + h. 

7.3 The plan of the proof of Dirichlet’s 
theorem 

In Theorem 4.10 we derived the asymptotic formula 

(2) p;x + = log x + O(l), 

where the sum is extended over all primes p I x. We shall prove Dirichlet’s 
theorem as a consequence of the following related asymptotic formula. 

Theorem 7.3 Ifk > 0 and (h, k) = 1 we haue,for all x > 1, 

(3) loi3 P 
IT p5.X 

= & log x + O(l), 

psh (modk) 

where the sum is extended over those primes p I x which are congruent to 
h mod k. 

Since log x + co as x + co this relation implies that there are infinitely 
many primes p = h (mod k), hence infinitely many in the progression 
nk+h,n=0,1,2 ,... 

Note that the principal term on the right of (3) is independent of h. There- 
fore (3) not only implies Dirichlet’s theorem but it also shows that the primes 
in each of the q(k) reduced residue classes mod k make the same contribution 
to the principal term in (2). 

The proof of Theorem 7.3 will be presented through a sequence of lemmas 
which we have collected together in this section to reveal the plan of the 
proof. Throughout the chapter we adopt the following notation. 

The positive integer k represents a fixed modulus, and h is a fixed integer 
relatively prime to k. The q(k) Dirichlet characters mod k are denoted by 

xl, x2 > . . . 3 &p(k) 

with x1 denoting the principal character. For x # x1 we write L(1, x) and 
L’(1, x) for the sums of the following series: 

L(l,x) = f x(n), 
n=l n 

L’(l, x) = _ f xyg n. 
n=l 
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7.3 : The plan of the proof of Dirichlet’s theorem 

The convergence of each of these series was shown in Theorem 6.18. More- 
over, in Theorem 6.20 we proved that L(1, x) # 0 if x is real-valued. The 
symbol p denotes a prime, and I,< x denotes a sum extended over all primes 
p I x. 

Lemma 7.4 For x > 1 we have 

1% P c p= 
PSX 

$) log x + -$) 

pzh (modk) 

It is clear that Lemma 7.4 will imply Theorem 7.3 if we show that 

(4) 
1 x(P)log P = O(1) 

PSX P 

for each x # x1. The next lemma expresses this sum in a form which is not 
extended over primes. 

Lemma 7.5 For x > 1 and 1( # xl we have 

c x(p)log p = -L’(l, x) c @p + O(l). a5.x P “2.x 

Therefore Lemma 7.5 will imply (4) if we show that 

(5) 
&Mn) c--p-= O(l). “2X 

This, in turn, will be deduced from the following lemma. 

Lemma 7.6 For x > 1 and x # x1 we have 

(6) j-J, x) 1 q = 

n<x 

If L(1, x) # 0 we can cancel L(1, x) in (6) to obtain (5). Therefore, the 

O(l). 

proof of Dirichlet’s theorem depends ultimately on the nonvanishing of 
L(1, x) for all x # x1. As already remarked, this was proved for real x # x1 in 
Theorem 6.20, so it remains to prove that L(1, 1) # 0 for all x # x1 which 
take complex as well as real values. 

For this purpose we let N(k) denote the number of nonprincipal characters 
x mod k such that L(1, x) = 0. If L(1, x) = 0 then L(l,X) = 0 and x # 1 
since x is not real. Therefore the characters x for which L(1, x) = 0 occur in 
conjugate pairs, so N(k) is eoen. Our goal is to prove that N(k) = 0, and this 
will be deduced from the following asymptotic formula. 
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7: Dirichlet’s theorem on primes in arithmetic progressions 

Lemma 7.7 For x > 1 we have 

?l = 1,(;‘k’ log x + O(1). 
~51 (modk) 

If N(k) # 0 then N(k) 2 2 since N(k) is even, hence the coefficient of 
log x in (7) is negative and the right member + -cc as x -+ co. This is a 
contradiction since all the terms on the left are positive. Therefore Lemma 7.7 
implies that N(k) = 0. The proof of Lemma 7.7, in turn, will be based on the 
following asymptotic formula. 

Lemma 7.8 If x # x1 and L(1, x) = 0 we haue 

L’(l, 2) 1 ep = log x + O(1). 
n<x 

7.4 Proof of Lemma 7.4 

To prove Lemma 7.4 we begin with the asymptotic formula mentioned 
earlier, 

(2) & Ey = log x + O(1) 

and extract those terms in the sum arising from primes p = h (mod k). The 
extraction is done with the aid of the orthogonality relation for Dirichlet 
characters, as expressed in Theorem 6.16: 

o?(k) 

r?lxr(m)Zr(n) = 
q(k) if m = n (mod k), 
0 if m + n (mod k). 

This is valid for (n, k) = 1. We take m = p and n = h, where (h, k) = 1, then 
multiply both members by p- ’ log p and sum over all p I x to obtain 

In the sum on the left we isolate those terms involving only the principal 
character x1 and rewrite (8) in the form 

(9) q(k) c + = Xl(h) 1 
p2.X P5.X 

pEh (modk) 

Now Xl(h) = 1 and xi@) = 0 unless (p, k) = 1, in which case xi@) = 1. 
Hence the first term on the right of (9) is given by 

(P,k)= 1 Plk 
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7.5: Proof of Lemma 7.5 

since there are only a finite number of primes which divide k. Combining 
(10) with (9) we obtain 

@) 1 1% P 

P2.X 
p = 1 !t%! + ‘fj,(h) c “‘p ’ 

p5.x P 
+ O(1). 

r=2 PSX 
p~h (modk) 

Using (2) and dividing by q(k) we obtain Lemma 7.4. cl 

7.5 Proof of Lemma 7.5 

We begin with the sum 
x(n)W 

C-y? nSx 
where A(n) is Mangoldt’s function, and express this sum in two ways. First 
we note that the definition of A(n) gives us 

xW(4 
cy= “SX & *$I, xw;:g p. 

P”5.X 
We separate the terms with a = 1 and write 

(11) x(n)Nn) c-y= 1 x(Pbg P + c f x(p”Yog P 
“2.x PCX P psx a=2 Pa . 

P’2.X 
The second sum on the right is majorized by 

so (11) gives us 

(12) 
c x(PYog P x(nPW) 

p5.X P 
= Jx y--- + O(l). 

Now we recall that A(n) = ‘& P(d)log(n/d), hence 

In the last sum we write n = cd and use the multiplicative property of x 
to obtain 

(13) 

Since x/d 2 1, in the sum over c we may use formula (10) of Theorem 6.18 to 
obtain 

xw% c c-y= -L’(l,x) + 0 . 
csxld 
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7: Dirichlet’s theorem on primes in arithmetic progressions 

Equation (13) now becomes 

(14) 

The sum in the O-term is 

; d&(log x - log d) = 1 [x]log x - c log d = O(1) 
X d<x > 

since 

1 log d = log[x]! = x log x + O(x). 
d<x 

Therefore (14) becomes 

-L’(l, x) 1 q + O(1) 
d<x 

which, with (12), proves Lemma 7.5. Cl 

7.6 Proof of Lemma 7.6 

We use the generalized Mobius inversion formula proved in Theorem 2.23 
which states that if c1 is completely multiplicative we have 

(15) G(x) = c cr(n)F x 
0 

if, and only if, F(x) = c p(n)cc(n)G 
“5X nsx 0 

f . 

We take a(n) = x(n) and F(x) = x to obtain 

(16) x = C hUW 
n<x 0 

t 

where 

G(x) = 1 x(n) X = x 1 q. 
“5.x nbx 

By Equation (9) of Theorem 6.18 we can write G(x) = xL(1, x) + O(1). 
Using this in (16) we find 

x = 1 @)x(n) 
“2X i 

X L(1, 2) + O(1) 
I 

= xL(1, x) 1 F + O(X). 
“lx 

Now we divide by x to obtain Lemma 7.6. 0 
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7.8: Proof of Lemma 7.7 

7.7 Proof of Lemma 7.8 

We prove Lemma 7.8 and then use it to prove Lemma 7.7. Once again we 
make use of the generalized Mobius inversion formula (15). This time we 
take F(x) = x log x to obtain 

(17) 

where 

x log x = 1 &r)~(n)G 
nsx 0 

; 

G(x) = 2 x(n); log ; = x log x 1 $) - x 1 ‘@)F n. 
nsx n<x “5X 

Now we use formulas (9) and (10) of Theorem 6.18 to get 

= xL’(1, x) + O(log x) 

since we are assuming that L(1, x) = 0. Hence (17) gives us 

x log x = 1 &)x(n) 
i 
; L’(1, x) + 0 

“5X ( I 
log ; 

AM4 = xL’(1, x) 1 ~ + 0 1 (log x - log n) . 
nsx n ( n<x > 

We have already noted that the O-term on the right is O(x) (see the proof of 
Lemma 7.5). Hence we have 

x log x = XL ‘(1, x) 1 &)x(n) 
~ + O(x), 

nsx n 

and when we divide by x we obtain Lemma 7.8. 

7.8 Proof of Lemma 7.7 

We use Lemma 7.4 with h = 1 to get 

pnl (modk) 

In the sum over p on the right we use Lemma 7.5 which states that 

0 

c LiP)log P = -L’(l, x,) 1 !q) + O(1). 

PSX P “2X 
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7: Dirichlet’s theorem on primes in arithmetic progressions 

If L(1, x,) # 0, Lemma 7.6 shows that the right member of (18) is O(1). But 
if L(1, x,) = 0 then Lemma 7.8 implies 

-L’(l, x,) 1 !y = -log x + O(1). 
“SX 

Therefore the sum on the right of (18) is 

$) {-W)lOg x + O(l)), 

so (18) becomes 

1 
PSX 

% = l ,(Y log x + O(1). 

pal (modk) 

This proves Lemma 7.7 and therefore also Theorem 7.3. cl 

As remarked earlier, Theorem 7.3 implies Dirichlet’s theorem: 

Theorem 7.9 If k > 0 and (h, k) = 1 there are injinitely many primes in the 
arithmetic progression nk + h, n = 0, 1, 2, . . . 

7.9 Distribution of primes in arithmetic 
progressions 

Ifk > Oand(a,k) = 1,let 

%b) = p;x 1. 
PI II (mod k) 

The function n,(x) counts the number of primes IX in the progression 
nk+a,n=0,1,2 ,... Dirichlet’s theorem shows that z,(x) + co as x + co. 
There is also a prime number theorem for arithmetic progressions which 
states that 

(19) 
44 X 

n&x)---L- 

q(k) q(k) log x as ’ + O”’ 

if (a, k) = 1. A proof of (19) is outlined in [44]. 
The prime number theorem for progressions is suggested by the formula 

of Theorem 7.3, 

1% P ET PSX 
= --& log x + O(1). 

prh (modk) 

Since the principal term is independent of h, the primes seem to be equally 
distributed among the q(k) reduced residue classes mod k, and (19) is a 
precise statement of this fact. 
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Exercises for Chapter 7 

We conclude this chapter by giving an alternate formulation of the prime 
number theorem for arithmetic progressions. 

Theorem 7.10 Ifthe relation 

(20) 
w Q(X) - - 
dk) 

as x -+ co 

holds for every integer a relatively prime to k, then 

(21) %W N %(4 asx+oo 

whenever (a, k) = (b, k) = 1. Conversely, (21) implies (20). 

PROOF. It is clear that (20) implies (21). To prove the converse we assume (21) 
and let A(k) denote the number of primes that divide k. If x > k we have 

n(x) = 1 1 = A(k) + c 1 
P5.X P2.X 

PXk 

= A(k) + i 1 1 = A(k) + 5 q(x). 
a=1 p5.X a=1 

(a,k)=l pza (modk) (a, k) = 1 

Therefore 44 - A(k) %(X) 
(a,k)=l 

By (21) each term in the sum tends to 1 as x -+ cc so the sum tends to q(k). 
Hence 

44 44 __-- 
%(X) %(4 

-q(k) asx-rco. 

But A(k)/q,(x) --f 0 so 71(x)/q,(x) + q(k), which proves (20). 0 

Exercises for Chapter 7 

In Exercises 1 through 4, h and k are given positive integers, (h, k) = 1, 
and A(h, k) is the arithmetic progression A(h, k) = {h + kx:x = 0, 1, 2, . . .}. 
Exercises 1 through 4 are to be solved without using Dirichlet’s theorem. 

1. Prove that, for every integer n 2 1, A@, k) contains infinitely many numbers relatively 
prime to n. 

2. Prove that A@, k) contains an infinite subset {a,, a2,. . .} such that (ai, aj) = 1 if 
i#j. 

3. Prove that A&, k) contains an infinite subset which forms a geometric progression 
(a set of numbers of the form ar”, n = 0, 1, 2, .). This implies that A@, k) contains 
infinitely many numbers having the same prime factors. 
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7: Dirichlet’s theorem on primes in arithmetic progressions 

4. Let S be any infinite subset of A(h, k). Prove that for every positive integer n there is a 
number in A(h, k) which can be expressed as a product of more than n different 
elements of S. 

5. Dirichlet’s theorem implies the following statement: If h and k > 0 are any two 
integers with (h, k) = 1, then there exists at least one prime number of the form 
kn + h. Prove that this statement also implies Dirichlet’s theorem. 

6. If (h, k) = 1, k > 0, prove that there is a constant A (depending on h and on k) such 
that, if x 2 2, 

7. Construct an infinite set S of primes with the following property: If p E S and q E S 
then ($p - I), $(q - 1)) = (p, q - l)‘= (p - 1, q) = 1. 

8. Letfbe an integer-coefficient polynomial ofdegree n 2 1 with the following property: 
For each prime p there exists a prime q and an integer m such that f(p) = q”. 
Prove that q = p, m = n and f(x) = x” for all x. [Hint: If q # p then q”‘+’ divides 
f(p+tq”+‘)-f(p)foreacht= 1,2,...] 

156 



Periodic Arithmetical Functions 
and Gauss Sums 8 

8.1 Functions periodic modulo k 

Let k be a positive integer. An arithmetical functionf is said to be periodic 
with period k (or periodic modulo k) if 

f(n -I- 4 = f(n) 

for all integers n. If k is a period so is mk for any integer m > 0. The smallest 
positive period off is called the fundamental period. 

Periodic functions have already been encountered in the earlier chapters. 
For example, the Dirichlet characters mod k are periodic mod k. A simpler 
example is the greatest common divisor (n, k) regarded as a function of n. 
Periodicity enters through the relation 

(n + k, k) = (n, k). 

Another example is the exponential function 

f(n) = e2nimW 

where m and k are fixed integers. The number eZnimik is a kth root of unity 
andf(n) is its nth power. Any finite linear combination of such functions, say 

is also periodic mod k for every choice of coefficients c(m). Our first goal is to 
show that every arithmetical function which is periodic mod k can be 
expressed as a linear combination of this type. These sums are called$nite 
Fourier series. We begin the discussion with a simple but important example 
known as the geometric sum. 
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8 : Periodic arithmetical functions and Gauss sums 

Theorem 8.1 For jxed k 2 1 let 

k-l 

g(n) = c ,+imnlk. 

m=O 

s(n) = 
0 ifk,+‘n, 

k if kin. 

PROOF. Since g(n) is the sum of terms in a geometric progression, 
k-l 

s(n) = 1 xm, 

m=O 

where x = ezninik, we have 

I Xk - 1 
g(n) = . x - 1 

ifx # 1, 

k ifx = 1. 

But xk = 1, and x = 1 if and only if kin, so the theorem is proved. 0 

8.2 Existence of finite Fourier series for 
periodic arithmetical functions 

We shall use Lagrange’s polynomial interpolation formula to show that every 
periodic arithmetical function has a finite Fourier expansion. 

Theorem 8.2 Lagrange’s interpolation theorem. Let zo, zl, . . , zk- 1 be k 
distinct complex numbers, and let wo, wl, . . . , wk- 1 be k complex numbers 
which need not be distinct. Then there is a unique polynomial P(z) of degree 
I k - 1 such that 

fY%l) = wnl for m = 0, 1,2, . . . , k - 1. 

PROOF. The required polynomial P(z), called the Lagrange interpolation 
polynomial, can be constructed explicitly as follows. Let 

A(z) = (z - zo)(z - zl) . . . (z - Zk- 1) 

and let 

44 A,(z) = ~ 
z-zz,’ 

Then A,(z) is a polynomial of degree k - 1 with the following properties: 

&(z,) Z 0, A,(Zj) = 0 ifj # m. 
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8.2: Existence of finite Fourier series for periodic arithmetical functions 

Hence A,(z)/A,(z,) is a polynomial of degree k - 1 which vanishes at each 
Zj for j # m, and has the value 1 at z,. Therefore the linear combination 

is a polynomial of degree I k - 1 with P(zj) = wj for each j. If there were 
another such polynomial, say Q(z), the difference P(z) - Q(z) would vanish at 
k distinct points, hence P(z) = Q( z since both polynomials have degree ) 
<k - 1. q 

Now we choose the numbers zo, zi, . . . , i!k- i to be the kth roots of unity 
and we obtain: 

Theorem 8.3 Given k complex numbers wo, wl, . . . , wk- 1, there exist k uniquely 
determined complex numbers ao, aI, . . . , ak- I such that 

(1) 
k-l 

w, = ~~oa~e2”i”“‘k 

for m = 0, 1, 2, . . . , k - 1. Moreover, the coejficients a, are given by the 
formula 

(2) 
1 k-l 

a, = - c w,e-2”i”“‘k 
k m=o 

for n = 0, 1, 2,. . . , k - 1. 

PROOF. Let z, = e2nim’k. The numbers zo, zi, . . . , zk- r are distinct so there is 
a unique Lagrange polynomial 

k-l 

P(z) = C a,z” 
n=O 

such that P(z,) = w, for each m = 0, 1,2, . . . , k - 1. This shows that there 
are uniquely determined numbers a, satisfying (1). To deduce the formula (2) 
for a, we multiply both sides of (1) by e-2nimr’k, where m and r are nonnegative 
integers less than k, and sum on m to get 

k-l k-l k-l 

C W,e-2~iWk = 

m=O 

gl&Pi(n-‘Y 

ByTheorem&l,thesumonmisOunlesskl(n-r).ButIn-r[ <k-lso 
k 1 (n - r) if, and only if, n = r. Therefore the only nonvanishing term on the 
right occurs when n = r and we find 

k-l 

c w,emZnimrlk = ka,. 

m=O 

This equation gives us (2). cl 
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8 : Periodic arithmetical functions and Gauss sums 

Theorem 8.4 Let f be an arithmetical function which is periodic mod k. Then 
there is a uniquely determined arithmetical function g, also periodic mod k, 
such that 

k-l 

f(m) = ~Og(n)eZnim”‘k. 

In fact, g is given by the formula 

g(n) = i 'Elf (m)e-2"im"lk. 
m 0 

PROOF. Let w, = f(m) for m = 0, 1,2, . . . , k - 1 and apply Theorem 8.3 to 
determine the numbers ao, al,. . . , ak- 1. Define the function g by the relations 
g(m) = a, for m = 0, 1,2, . . . , k - 1 and extend the definition of g(m) to all 
integers m by periodicity mod k. Then f is related to g by the equations in the 
theorem. 0 

Note. Since both f and g are periodic mod k we can rewrite the sums in 
Theorem 8.4 as follows : 

f(m) = 1 g(n)eznimnjk 
nmodk 

and 

g(n) = i 1 f(m)e-2"im"'k. 
mmodk 

In each case the summation can be extended over any complete residue 
system modulo k. The sum in (3) is called thejnite Fourier expansion off and 
the numbers g(n) defined by (4) are called the Fourier coe#icients off: 

8.3 Ramanujan’s sum and generalizations 

In Exercise 2.14(b) it is shown that the Mabius function p(k) is the sum of the 
primitive kth roots of unity. In this section we generalize this result. Specifi- 
cally, let n be a fixed positive integer and consider the sum of the nth powers 
of the primitive kth roots of unity. This sum is known as Ramanujan’s sum 
and is denoted by c,‘(n): 

ck(n) = 1 elnimnlk. 
mmodk 

(m,k)=l 

We have already noted that this sum reduces to the MCbius function when 
n = 1, 

Ak) = ck(l), 
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8.3: Ramanujan’s sum and generalizations 

When k 1 n the sum reduces to the Euler cp function since each term is 1 and 
the number of terms is q(k). Ramanujan showed that c,Jn) is always an 
integer and that it has interesting multiplicative properties. He deduced these 
facts from the relation 

(5) Q(n) = c dp f . 
dlh 4 0 

This formula shows why c&) reduces to both p(k) and q(k). In fact, when 
n = 1 there is only one term in the sum and we obtain c&l) = ,a(k). And when 
kin we have (n, k) = k and ck(n) = xdlk d,a(k/d) = q(k). We shall deduce (5) 
as a special case of a more general result (Theorem 8.5). 

Formula (5) for c&r) suggests that we study general sums of the form 

(6) ,,;,)f’d’g ii 0 . 

These resemble the sums for the Dirichlet convolutionf * g except that we 
sum over a subset of the divisors of k, namely those d which also divide n. 

Denote the sum in (6) by Sk(n). Since n occurs only in the gcd (n, k) we have 

s,& + k) = Sk(n) 

so Sk(n) is a periodic function of n with period k. Hence this sum has a finite 
Fourier expansion. The next theorem tells us that its Fourier coefficients are 
given by a sum of the same type. 

Theorem 8.5 Let Sk(n) = CdlCn,kj f(d)g(k/d). Then Sk(n) has the finite Fourier 
expansion 

Sk(n) = 1 ak(m)e2ffim”‘k 
mmodk 

where 

ak(m) = d,c~k,gW 
m, 0 

f ;. 

PROOF. By Theorem 8.4 the coefficients ak(m) are given by 

ak(m) = k c sk(n)e-2ninm’k 
nmodk 

= k “tl F /(d)g(i)e-‘“‘““‘*. 

d,; 

Now we write n = cd and note that for each fixed d the index c runs from 1 
to k/d and we obtain 

ak(m) = ; d; f(d)g 
0 

f k$ e-2nicdm/k. 
c 1 
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8 : Periodic arithmetical functions and Gauss sums 

Now we replace d by kfd in the sum on the right to get 

(d) i e-2nicm’d. 
C=l 

But by Theorem 8.1 the sum on c is 0 unless d j m in which case the sum has 
the value d. Hence 

which proves (8). 

Now we specializef and g to obtain the formula for R.amanujan’s sum 
mentioned earlier. 

Theorem 8.6 We have 

PROOF. Taking f(k) = k and g(k) = p(k) in Theorem 8.5 we find 

c dp(;‘) = 1 ak(m)e2”im”‘k 
dlh k) / mmodk 

where 

ak(m) = 1 p(d) =: 
1 if (m, k) == 1, 

dlh k) [A]={0 if(m,k)> 1. 

Hence 

d,pkdp(!j) == ,zdk e2nimnlk = ck(n). 
“3 

(m,k)=l 

8.4 Multiplicative properties of the 
sums S&Z) 

Theorem 8.7 Let 

Sk(n) = 1 f(& 

dlh k) 

Cl 

where f and g are multiplicative. Then we have 

(9) s,,&b) = s,(&,(b) whenever (a, k) = (b, m) = 1. 
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8.4: Multiplicative properties of the sums s&z) 

In particular, we have 

(10) s,(ab) = s,(a) if(b, m) = 1, 

and 

(11) s&a) = s,(a)g(k) if (a, k) = 1. 

PROOF. The relations (a, k) = (b, m) = 1 imply (see Exercise 1.24) 

W, 4 = (a, m)(k b) 

with (a, m) and (b, k) relatively prime. Therefore 

Writing d = d,d, in the last sum we obtain 

%&b) = 1 c f(dAg dll(o,m) d#‘,k) 

This proves (9). 
Taking k = 1 in (9) we get 

s,(ab) = s,(a)sI(b) = s,,,(a) 

since s,(b) = f(l)g(l) = 1. This proves (10). Taking b = 1 in (9) we find 

%kta) = sm(a)sk(l) = G&W 

since sk( 1) = f( l)g(k) = g(k). This proves (11). 0 

EXAMPLE For Ramanujan’s sum we obtain the following multiplicative 
properties : 

Cm,@‘) = d&,(b) whenever (a, k) = (b, m) = 1, 

c&b) = c,(a) whenever (b, m) = 1, 
and 

&k(a) = c,&Mk) whenever (a, k) = 1. 

Sometimes the sums Sk(n) can be evaluated in terms of the Dirichlet 
convolutionf * g. In this connection we have: 

Theorem 8.8 Let f be completely multiplicative, and let g(k) = p(k)h(k), where 
h is multiplicative. Assume that f (p) # 0 and f (p) # h(p) for all primes p, 
and let 

Sk(n) = 1 f (dig . 
dlh k) 
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8 : Periodic arithmetical functions and Gauss sums 

Then we have 

s  (n) 

k 
= Wg(N) 

J’(N) ’ 

where F = f * g and N = k/(n, k). 

PROOF. First we note that 

F(k) = c f(d)p k h k - c f k 
dlk cd) cd) - d,k cd) 

44W = f(k); a(d)# 

= /(k);(l - $j 
> 

. 

Next, we write a = (n, k), so that k = aN. Then we have 

Sk@) = 1 f@)~ 2 h -j = c f (& 7 h -d- 
dlo (“> (“1 dla (““> (““1 

Now p(Nd) = p(N)p(d) if (N, d) - 1, and p(Nd) = 0 if (N, d) > 1, so the last 
equation gives us 

sk(n) = &WN) c 
db 

f z N)h(d) = f(a)p(N)h(N) ‘i p(d) E 
0 40 

(N,d)= 1 (N,d)=l 

= f(4NW4N)~ 
PXN 

F(k) f(N) WMWW) FW&V 
=~GMWW)~OF(~~ = F(N) =F(Ni. 

EXAMPLE For Ramanujan’s sum we obtain the following simplification: 

0 

ck(n) = cp(k)p(Nh(N) = 
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8.5 : Gauss sums associated with Dirichlet characters 

8.5 Gauss sums associated with Dirichlet 
characters 

Definition For any Dirichlet character x mod k the sum 

G(n, x) = i &t)e2nimn’k 
m=l 

is called the Gauss sum associated with x. 

If x = x1, the principal character mod k, we have x1(m) = 1 if (m, k) = 1, 
and x1(m) = 0 otherwise. In this case the Gauss sum reduces to Ramanujan’s 
sum : 

G(n, xl) = i e2nimn/k = ck(n). 

m=l 
(m,k)=l 

Thus, the Gauss sums G(n, x) can be regarded as generalizations of Ramanu- 
jan’s sum. We turn now to a detailed study of their properties. 

The first result is a factorization property which plays an important role 
in the subsequent development. 

Theorem 8.9 If x is any Dirichlet character mod k then 

G(n, x) = z(n)G(l, x) whenever (n, k) = 1. 

PROOF. When (n, k) = 1 the numbers nr run through a complete residue 
system mod k with r. Also, 1 x(n) 1’ = x(n)f(n) = 1 so 

x(r) = i3nMnM) = dnkh). 

Therefore the sum defining G(n, x) can be written as follows: 

G(n, x) = c X(r)e2ninr’k = j(n) c X(nr)e2ninr’k 
rmodk rmodk 

= r?(n) 1 xbk 2nim’k = j(n)G(l, x). 
mmodk 

This proves the theorem. q 

Definition The Gauss sum G(n, x) is said to be separable if 

(12) Gh xl = XWW, xl. 

Theorem 8.9 tells us that G(n, x) is separable whenever n is relatively 
prime to the modulus k. For those integers n not relatively prime to k we 
have the following theorem. 
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8 : Periodic arithmetical functions and Gauss sums 

Theorem 8.10 If x is a character mod k the Gauss sum G(n., x) is separable for 
every n if and only if, 

G(n, x) == 0 whenever (n, k) > 1. 

PROOF. Separability always holds if (n, k) = 1. But if (n, k) > 1 we have 
j(n) = 0 so Equation (12) holds if and only if G(n, x) = 0. cl 

The next theorem gives an important consequence of separability. 

Theorem 8.11 Zf G(n, x) is separablefor every n then 

(13) IGU, x)l2 = k. 

PROOF. We have 

-- 
IG(1, x)12 = G(l, x)G(l, x) = G(l, x) 1 j(m)e-2”im~k 

m=l 

= mclG(m, X)e-2nim/k = mil .il X(r)e2nin1rlke-2nimlk 

= ilx(4 i: e2nim(r-l)/k = Q(l) = k, 
In=1 

since the last sum over m is a geometric sum which vanishes unless r = 1. 

8.6 Dirichlet characters with nonvanishing 
Gauss sums 

For every character x mod k we have seen that G(n, x) is separable if (n, k) = 1, 
and that separability of G(n, x) is equivalent to the vanishing of G(n, x) for 
(n, k) > 1. Now we describe further properties of those characters such that 
G(n, x) = 0 whenever (n, k) > 1. Actually, it is simpler to lstudy the comple- 
mentary set. The next theorem gives a necessary condition for G(n, 1) to be 
nonzero for (n, k) > 1. 

Theorem 8.12 Let x be a Dirichlet character mod k and assume that G(n, x) # 0 
for some n satisfying (n, k) > 1. Then there exists a dicisor d of k, d < k, 
such that 

(14) x(a) = 1 wheneuer (a, k) = 1 and a z 1 (mod d). 

PROOF. For the given n, let 4 = (n, k) and let d = k/q. Then d I k and, since 
q > 1, we have d < k. Choose any a satisfying (a, k) = 1 and a = 1 (mod d). 
We will prove that x(a) = 1. 
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8.7: Induced moduli and primitive characters 

Since (a, k) = 1, in the sum defining G(n, x) we can replace the index of 
summation m by am and we find 

G(n, x) = c X(m)e2ninm’k = 
mmodk 

= x(a) 1 X(m)e2ninam’k. 
mmodk 

Since a = 1 (mod d) and d = k/q we can write a = 1 + (bk/q) for some 
integer b, and we have 

anm nm bknm -=-+- 
k k qk 

= t + brim E t (mod 1) 
4 

since q 1 n. Hence e2ninrrm’k = e2ninm’k and the sum for G(n, x) becomes 

Gh xl = x~~)m~dkx.(mk2ri”m/* = x(Wh xl. 

Since G(n, x) # 0 this implies x(a) = 1, as asserted. Cl 

The foregoing theorem leads us to consider those characters x mod k 
for which there is a divisor d < k satisfying (14). These are treated next. 

8.7 Induced moduli and primitive characters 

Definition of induced modulus Let x be a Dirichlet character mod k and let d 
be any positive divisor of k. The number d is called an induced modulus 
for x if we have 

(15) x(a) = 1 whenever (a, k) = 1 and a = 1 (mod d). 

In other words, d is an induced modulus if the character x mod k acts like 
a character mod d on the representatives of the residue class f mod d which 
are relatively prime to k. Note that k itself is always an induced modulus 
for x. 

Theorem 8.13 Let x be a Dirichlet character mod k. Then 1 is an induced 
modulus for x $ and only if, x = x1. 

PROOF. If x = x1 then x(a) = 1 for all a relatively prime to k. But since every a 
satisfies a = 1 (mod 1) the number 1 is an induced modulus. 

Conversely, if 1 is an induced modulus, then x(a) = 1 whenever (a, k) = 1, 
so x = x1 since x vanishes on the numbers not prime to k. 0 
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8 : Periodic arithmetical functions and Gauss sums 

For any Dirichlet character mod k the modulus k itself is an induced 
modulus. If there are no others we call the character ,~imitiue. That is, 
we have: 

Definition of primitive characters A Dirichlet character x mod k is said to be 
primitive mod k if it has no induced modulus d < k. In other words, 
x is primitive mod k if, and only if, for every divisor d of k, 0 < d < k, 
there exists an integer a = 1 (mod d), (a, k) = 1, such that x(a) # 1. 

If k > 1 the principal character x1 is not primitive since it has 1 as an 
induced modulus. Next we show that if the modulus is prime every non- 
principal character is primitive. 

Theorem 8.14 Every nonprincipal character x modulo a prime p is a primitive 
character mod p. 

PROOF. The only divisors of p are 1 and p so these are the only candidates 
for induced moduli. But if x # x1 the divisor 1 is not an induced modulus 
so x has no induced modulus <p. Hence x is primitive. q 

Now we can restate the results of Theorems 8.10 through 8.12 in the 
terminology of primitive characters. 

Theorem 8.15 Let 1 be a primitive Dirichlet character mod k. Then we have: 

(a) G(n, x) = Ofor every n with (n, k) > 1. 
(b) G(n, x) is separable for every n. 
(4 IGU, x)l’ = k. 

PROOF. If G(n, x) # 0 for some n with (n, k) > 1 then Theorem 8.12 shows 
that x has an induced modulus d < k, so x cannot be primitive. This proves (a). 

Part (b) follows from (a) and Theorem 8.10. Part (c) follows from part (b) 
and Theorem 8.11. q 

Note. Theorem 8.15(b) shows that the Gauss sum G(n, x) is separable if x 
is primitive. In a later section we prove the converse. That is, if G(n, 1) is 
separable for every n then 2 is primitive. (See Theorem 8.19.) 

8.8 Further properties of induced moduli 

The next theorem refers to the action of x on numbers which are congruent 
modulo an induced modulus. 

Theorem 8.16 Let x be a Dirichlet character mod k and assume d 1 k, d > 0. 
Then d is an induced modulus for x if, and only if, 

(16) x(a) = X(b) whenever (a, k) = (b, k) = 1 and a z b (mod d). 
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8.8 : Further properties of induced moduli 

PROOF. If (16) holds then d is an induced modulus since we may choose b = 1 
and refer to Equation (15). Now we prove the converse. 

Choose a and b so that (a, k) = (b, k) = 1 and a = b (mod d). We will 
show that x(a) = X(b). Let a’ be the reciprocal of u mod k, au’ - 1 (mod k). 
The reciprocal exists because (a, k) = 1. Now au’ - 1 (mod d) since d I k. 
Hence ~(uu’) = 1 since d is an induced modulus. But au’ = bu’ 3 1 (mod d) 
because a = b (mod d), hence x(au’) = X(bu’), so 

But ~(a’) # 0 since x(u)x(u’) = 1. Canceling ~(a’) we find x(u) = X(b), and 
this completes the proof. 0 

Equation (16) tells us that x is periodic mod d on those integers relatively 
prime to k. Thus x acts very much like a character mod d. To further explore 
this relation it is worthwhile to consider a few examples. 

EXAMPLE 1 The following table describes one of the characters x mod 9. 

n 1 2 3 4 5 6 7 8 9 

x(n) 1 -1 0 1 -1 0 1 -1 0 

We note that this table is periodic modulo 3 so 3 is an induced modulus for x. 
In fact, x acts like the following character + modulo 3 : 

n 1 2 3 

$(n) 1 - 1 0 

Since x(n) = I&) for all n we call x an extension of t+Q. It is clear that whenever x 
is an extension of a character $ modulo d then d will be an induced modulus 
for x. 

EXAMPLE 2 Now we examine one of the characters x modulo 6: 

n 1 2 3 4 5 6 

x(n) 1 0 0 0 - 1 0 

In this case the number 3 is an induced modulus because x(n) = 1 for all 
n = 1 (mod 3) with (n, 6) = 1. (There is only one such n, namely, n = 1.) 
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8 : Periodic arithmetical functions and Gauss sums 

However, x is not an extension of any character II/ modulo 3, because the 
only characters modulo 3 are the principal character +i, ,given by the table: 

n 1 2 3 

and the character $ shown in Example 1. Since x(2) = 0 it cannot be an 
extension of either + or $,. 

These examples shed some light on the next theorem. 

Theorem 8.17 Let x be a Dirichlet character modulo k and assume d 1 k, d > 0. 
Then the following two statements are equivalent: 

(a) d is an induced modulus for x. 
(b) There is a character II/ modulo d such that 

(17) x(n) = rl/(nh(n) for all 4 

where x1 is the principal character modulo k. 

PROOF. Assume (b) holds. Choose n satisfying (n, k) = 1, n = 1 (mod d). 
Then x1(n) = IC/(n) = I so x(n) = 1 and hence d is an induced modulus. Thus, 
(b) implies (a). 

Now assume (a) holds. We will exhibit a character I++ modulo d for which 
(17) holds. We define $(n) as follows: If (n, d) > 1, let I&) = 0. In this case 
we also have (n, k) > 1 so (17) holds because both members are zero. 

Now suppose (n, d) = 1. Then there exists an integer m such that m E 
n (mod d), (m, k) = 1. This can be proved immediately with Dirichlet’s 
theorem. The arithmetic progression xd + n contains infinitely many primes. 
We choose one that does not divide k and call this m. However, the result 
is not that deep; the existence of such an m can easily be e;stablished without 
using Dirichlet’s theorem. (See Exercise 8.4 for an alternate proof.) Having 
chosen m, which is unique modulo d, we define 

ti(n) = x(m). 
The number e(n) is well-defined because x takes equal values at numbers 
which are congruent modulo d and relatively prime to k. 

The reader can easily verify that x is, indeed, a character mod d. We shall 
verify that Equation (17) holds for all n. 

If (n, k) = 1 then (n, d) = 1 so $(n) = x(m) for some m E n (mod d). 
Hence, by Theorem 8.16, 

since x1(n) = 1. 
x(n) = x(m) = IL(n) = Wkl(n) 

If (n, k) > 1, then x(n) = xl(n) = 0 and both members of (17) are 0. Thus, 
(17) holds for all n. 0 

170 



8.10 : Primitive characters and separable Gauss sums 

8.9 The conductor of a character 

Definition Let x be a Dirichlet character mod k. The smallest induced modulus 
d for x is called the conductor of x. 

Theorem8.18 Every Dirichlet character x mod k can be expressed as a product, 

(18) x(n) = Il/(nkl(n) for all n, 

where x1 is the principal character mod k and $ is a primitive character 
modulo the conductor of 1+9. 

PROOF. Let d be the conductor of x. From Theorem 8.17 we know that x can 
be expressed as a product of the form (18), where II/ is a character mod d. 
Now we shall prove that $ is primitive mod d. 

We assume that $ is not primitive mod d and arrive at a contradiction. 
If I,+ is not primitive mod d there is a divisor q of d, q < d, which is an induced 
modulus for $. We shall prove that this q, which divides k, is also an induced 
modulus for x, contradicting the fact that d is the smallest induced modulus 
for x. 

Choose n = 1 (mod q), (n, k) = 1. Then 

x(4 = vWxl(n) = 964 = 1 

because q is an induced modulus for II/. Hence q is also an induced modulus 
for x and this is a contradiction. 0 

8.10 Primitive characters and separable 
Gauss sums 

As an application of the foregoing theorems we give the following alternate 
description of primitive characters. 

Theorem 8.19 Let x be a character mod k. Then x is primitive mod k if, and 
only if, the Gauss sum 

G(n, x) = 1 X(m)e2zimn’k 
mmodk 

is separable for every n. 

PROOF. If x is primitive, then G(n, x) is separable by Theorem 8.15(b). Now 
we prove the converse. 

Because of Theorems 8.9 and 8.10 it suffices to prove that if x is not 
primitive mod k then for some r satisfying (r, k) > 1 we have G(r, x) # 0. 
Suppose, then, that x is not primitive mod k. This implies k > 1. Then x has a 
conductor d < k. Let r = k/d. Then (r, k) > 1 and we shall prove that 
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8 : Periodic arithmetical functions and Gauss sums 

G(r, x) # 0 for this r. By Theorem 8.18 there exists a primitive character 
$ mod d such that x(n) = r/+)x1(n) for all n. Hence we can write 

G(r, x) = 1 t)(m)Xl(m)e2xirm’k = 
mmodk 

m ,C, k WWnirmik 
(m,k)= 1 

= mzdk be+ 
2nimld = g mzdd $,(m)e2sWd, 

(m,k)= 1 (m,d)= 1 

where in the last step we used Theorem 5.33(a). Therefore we have 

G(r, x) = g G( 1, II/). 

But 1 G(l, $)I2 = d by Theorem 8.15 (since $ is primitive mod d) and hence 
G(r, x) # 0. This completes the proof. q 

8.11 The finite Fourier series of the Dirichlet 
characters 

Since each Dirichlet 
Fourier expansion 

(19) 

character x mod k is periodic mod k it has a finite 

k 

x(m) = 1 ak(n)e2nimn’k, 

and Theorem 8.4 tells us that its coefficients are given by the formula 

uk(n) = t i X(m)e-2”im”ik. 
m-l 

The sum on the right is a Gauss sum G( - n, x) so we have 

(20) a,‘(n) = ; G( -n, X). 

When x is primitive the Fourier expansion (19) can be expressed as follows : 

Theorem 8.20 The finite Fourier expansion of a primitive Dirichlet character 
x mod k has the form 

(21) 

where 

x(m) = !$$ i ji(n)e-2”imdk 
n 1 

(2-a Zk(X) = G(17 x) T = 5 ~~I~(m)e2”im~k. 

The numbers tk(x) have absolute value 1. 
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8.12: Pdya’s inequality for the partial sums of primitive characters 

PROOF. Since x is primitive we have G( --n, x) = j( -n)G(l, x) and (20) 
implies L&I) = j( - n)G(l, x)/k. Therefore (19) can be written as 

which is the same as (21). Theorem 8.11 shows that the numbers zk(x) have 
absolute value 1. 0 

8.12 Pblya’s inequality for the partial sums 
of primitive characters 

The proof of Dirichlet’s theorem given in Chapter 7 made use of the relation 

I I 
m;~(m) I dk) 

which holds for any Dirichlet character x mod k and every real x 2 1. This 
cannot be improved when x = x1 because cm=, x1(m) = q(k). However, 
Polya showed that the inequality can be considerably improved when x is a 
primitive character. 

Theorem 8.21 Polya’s inequality. If x is any primitive character mod k then 
for all x 2 1 we have 

(23) 

PROOF. We express x(m) by its finite Fourier expansion, as given in Theorem 
8.20 

x(m) = ?$$! $ x(n)e- 2nimnlk, 
” 1 

and sum over all m I x to get 

since X(k) = 0. Taking absolute values and multiplying by & we find 

say, where 
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8 : Periodic arithmetical functions and Gauss sums 

Now 

f(k _ n) = 2 e- 2nim(k-N/k = 1 e2nimn/k = f(n) 

m<x msx 

so 

( f(k - n) 1 = 1 f(n) I. Hence (24) can be written as 

(25) 

Nowf(n) is a geometric sum of the form 

f(n) = i Y” 
m=l 

where r = [x] and y = e - 2nin’k Here y # 1 since 1 I n < k - 1. Writing . 
z = e-xinlk, we have y = z2 and ,z2 # 1 since n I k/2. Hence we have 

NOW we use the inequality sin t 2 2t/x, valid for Cl 5 t < 7~12, with t = 
m/k to get 

Hence (25) becomes 

and this proves (23). 

-- 
Irk 

I k c 1-c k log k, 
&k/2 n 

0 

Note. In a later chapter we will prove that Polya’s inequality can be 
extended to any nonprincipal character. For nonprimitive characters it 
takes the form 

(See Theorem 13.15.) 
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Exercises for Chapter 8 

Exercises for Chapter 8 

1. Let x = ezniin and prove that 

2. Let ((x)) = x - [x] - $ if x is not an integer, and let ((x)) = 0 otherwise. Note that 
((x)) is a periodic function of x with period 1. If k and n are integers, with n > 0, 
prove that 

k 

(0) 
- =-- 
n 

in $rrcot y sin T . 

3. Let ck(m) denote Ramanujan’s sum and let M(x) = cnSX p(n), the partial sums of the 
Mobius function. 

(a) Prove that 

k$lckh, = 1 dM(;). 
dim 

In particular, when n = m, we have 

k~,ckb, = dF dM(;). 
n 

(b) Use (a) to deduce that 

(c) Prove that 

M(m) = m 1 
dim 

y i c,(d). 
k=l 

m$lck(m) = c &(;)[j. 

dlk 

4. Let n, a, d be given integers with (a, d) = 1. Let m = a + qd where q is the product 
(possibly empty) of all primes which divide n but not a. Prove that 

m E a (mod d) and(m,n) = 1. 

5. Prove that there exists no real primitive character x mod k if k = 2m, where m is odd. 

6. Let 1 be a character mod k. If kl and k2 are induced moduli for x prove that so too is 
(k,, k2), their gtd. 

7. Prove that the conductor of 1 divides every induced modulus for x. 

In Exercises 8 through 12, assume that k = k,kz ... k,, where the positive 
integers ki are relatively prime in pairs: (ki, kj) = 1 if i # j. 

8. (a) Given any integer a, prove that there is an integer ai such that 

ai = a (mod ki) and ai = 1 (mod kj) for all j # i. 
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(b) Let x be a character mod k. Define xi by the equation 

Idal = x(4X 

where ai is the integer of part (a). Prove that xi is a character mod ki. 

9. Prove that every character x mod k can be factored uniquely as a product of the 
form x = x1 x2 . . x,, where xi is a character mod ki. 

10. Let f(x) denote the conductor of x. If x has the factorization in Exercise 9, prove 

that f(x) = f(xJ . fW 

11. If 2 has the factorization in Exercise 9, prove that for every integer a we have 

G(aa X) = iolXi (3 k G(aia Xi), 
where ai is the integer of Exercise 8. 

12. If x has the factorization in Exercise 9, prove that x is primitive mod k if, and only if, 
each xi is primitive mod ki. [Hint: Theorem 8.19.1 

13. Let x be a primitive character mod k. Prove that if N < M we have 

I.;+, $1 < A1 Jit log k. 

14. This exercise outlines a slight improvement in Polya’s inequality. Refer to the proof 
of Theorem 8.21. After inequality (26) write 

Show that the integral is less than -(k/n)log(sin(~/2k)) and deduce that 

I I n&x:Ix(n) < 4 + i 4 1% k. 
This improves Polya’s inequality by a factor 2/x in the principal term. 

15. The Kloosterman sum K(m, n; k) is defined as follows: 

qm, n; k) = 1 $Wmh+nh’)lk 
hmodk 

(h,k)=l 

where h’ is the reciprocal of h mod k. When k 1 n this reduces to Ramanujan’s sum 
ck(m). Derive the following properties of Kloosterman sums: 
(a) K(m, n; k) = K(n, m; k). 
(b) K(m, n; k) = K(1, mn; k) whenever (m, k) = 1. 
(c) Given integers n, k,, k2 such that (k,, k,) = 1, show that there exist integers n, 

and n2 such that 

n = nlkz2 + n2k12 (mod k,k,), 

and that for these integers we have 

Kh n; klk2) = Kh nl; kMm, nz; k2). 
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This reduces the study of Kloosterman sums to the special case K(m, n; p”), where 
p is prime. 

16. If n and k are integers, n > 0, the sum 

G(k ; n) = i e2niWn 
r=1 

is called a quadratic Gauss sum. Derive the following properties of quadratic Gauss 
sums : 
(a) G(k; mn) = G(km; n)G(kn; m) whenever (m, n) = 1. This reduces the study of 

Gauss sums to the special case G(k; p”), where p is prime. 
(b) Let p be an odd prime, p ,j’ k, tl 2 2. Prove that G(k; p”) = pG(k; pa-‘) and 

deduce that 

1 

ai2 
G(k;p”) = ’ 

if t( is even, 

p@- ‘)“G(k; p) if tl is odd. 

Further properties of the Gauss sum G(k; p) are developed in the next chapter 
where it is shown that G(k; p) is the same as the Gauss sum G(k, x) associated with a 
certain Dirichlet character x mod p. (See Exercise 9.9.) 
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9 Quadratic Residues and the 
Quadratic Reciprocity Law 

9.1 Quadratic residues 

As shown in Chapter 5, the problem of solving a polynomial congruence 

f(x) E 0 (mod m) 

can be reduced to polynomial congruences with prime moduli plus a set of 
linear congruences. This chapter is concerned with quadratic congruences 
of the form 

(1) x2 z n (mod p) 

where p is an odd prime and n f 0 (mod p). Since the modulus is prime we 
know that (1) has at most two solutions. Moreover, if x is a solution so is 
-x, hence the number of solutions is either 0 or 2. 

Definition If congruence (1) has a solution we say that n is a quadratic 
residue mod p and we write nRp. If (1) has no solution we say that n is 
a quadratic nonresidue mod p and we write r&p. 

Two basic problems dominate the theory of quadratic residues: 

1. Given a prime p, determine which n are quadratic residues mod p and 
which are quadratic nonresidues mod p. 

2. Given n, determine those primes p for which n is a quadratic residue mod p 
and those for which n is a quadratic nonresidue mod p. 

We begin with some methods for solving problem 1. 
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9.2 : Legendre’s symbol and its properties 

EXAMPLE To find the quadratic residues modulo 11 we square the numbers 
1,2,..., 10 and reduce mod 11. We obtain 

12 z 1, 22 s 4, 32 = 9, 42 = 5, 52 G 3 (mod 11). 

It suffices to square only the first half of the numbers since 

62 ZE (-5)2 z 3, 72 z (-4)2 E 5,..., lo2 E (- 1)2 E 1 (mod 11). 

Consequently, the quadratic residues mod 11 are 1, 3, 4, 5, 9, and the non- 
residues are 2,6, 7, 8, 10. 

This example illustrates the following theorem. 

Theorem 9.1 Let p be an odd prime. Then every reduced residue system mod p 
contains exactly (p - 1)/2 quadratic residues and exactly (p - 1)/2 
quadratic nonresidues mod p. The quadratic residues belong to the residue 
classes containing the numbers 

p-l 2 
12, 22, 32,. . .) ~ 

( > 2 . 

PROOF. First we note that the numbers in (2) are distinct mod p. In fact, if 
x2 = y2 (mod p) with 1 < x I (p - 1)/2 and 1 I y 5 (p - 1)/2, then 

(x - y)(x + y) 3 0 (mod p). 

But 1 < x + y < p so x - y c 0 (mod p), hence x = y. Since 

0, - k)’ = k2 (mod p), 

every quadratic residue is congruent mod p to exactly one of the numbers 
in (2). This completes the proof. cl 

The following brief table of quadratic residues R and nonresidues i? was 
obtained with the help of Theorem 9.1. 

p=3 p=5 p=l p= 11 p= 13 

R: 1 L4 1,2,4 1, 334, 59 1, 3,4,9, 10, 12 

R: 2 2, 3 3, 5, 6 2, 6, 7, 8, 10 2, 5, 6, 7, 8, 11 

9.2 Legendre’s symbol and its properties 

Definition Let p be an odd prime. If n + 0 (mod p) we define Legendre’s 
symbol (n 1 p) as follows : 

(nip) = 
i 

+ 1 if nRp, 

- 1 if r&p. 

If n = 0 (mod p) we define (n 1 p) = 0. 
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9 : Quadratic residues and the quadratic reciprocity law 

EXAMPLES(~~P) = l,(m’Ip) = 1,(7)11) = -1,(22[11) = 0. 

Note. Some authors write $ instead of (n Ip). 
0 

It is clear that (m Ip) = (n Ip) whenever m = n (mod p), so (n Ip) is a 
periodic function of n with period p. 

The little Fermat theorem tells us that rip-l GE 1 (mod p) if p ,j’ n. Since 

n p-1 _ 1 = (n(P-w2 _ l)(n’P-“12 + 1) 

it follows that nCp- 1)‘2 = + 1 
+ 1 if nRp and - 1 if ni?p.- 

( mod p). The next theorem tells us that we get 

Theorem9.2 Euler’s criterion. Let p be an odd prime. Then for all n we have 

(n Ip) = nCp- 1)‘2 (mod p). 

PROOF. If n = 0 (mod p) the result is trivial since both members are con- 
gruent to 0 mod p. Now suppose that (nip) = 1. Then there is an x such 
that x2 = n (mod p) and hence 

a(P- 1)/z E (~2)(P-1)/2 = xP-1 E 1 = (n Ip) (mod p). 

This proves the theorem if (n I p) = 1. 
Now suppose that (n I p) = - 1 and consider the polynomial 

f(x) = ,$-1)/2 - 1. 

Sincef(x) has degree (p - 1)/2 the congruence 

f(x) = 0 (mod p) 

has at most (p - 1)/2 solutions. But the (p - 1)/2 quadratic residues mod p 
are solutions so the nonresidues are not. Hence 

nCp-‘)” f 1 (mod p) if(nlp) = -1. 

But n(P- l)j2 = + 1 (mod p) so nCp- ‘)I2 = - 1 = (n Ip) (mod p). This com- 
pletes the proof.- 0 

Theorem 9.3 Legendre’s symbol (n I p) is a completely multiplicative function 
of n. 

PROOF. If plm or pin then plmn so (mnlp) = 0 and either (mlp) = 0 or 
(nip) = 0. Therefore (mnlp) = (mjp)(nlp) ifplm or pin. 

Ifp$mandp$nthenp,j’mnandwehave 

(mn Ip) = (mn)(“- ‘)I2 = rn(P- ‘)i2n(P- ‘)I2 = (m Ip)(n Ip) (mod p). 
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But each of (mn 1 p), (m 1 p) and (n 1 p) is 1 or - 1 so the difference 

(mnld - (mIP)(nIP) 

is either 0,2, or - 2. Since this difference is divisible by p it must be 0. 

Note. Since (n jp) is a completely multiplicative function of n which is 
periodic with period p and vanishes when p ( n, it follows that (n I p) = x(n), 
where x is one of the Dirichlet characters modulo p. The Legendre symbol is 
called the quadratic character mod p. 

9.3 Evaluation of (- 1 Ip) and (2)~) 
Theorem 9.4 For every odd prime p we have 

(-lIPI = (-l)(p-1)‘2 = 
1 if p = 1 (mod 4), 

-1 ifp ~ 3 (mod4) 

PROOF. By Euler’s criterion we have (- 1 Ip) = (- l)(p- r)12 (mod p). Since 
each member of this congruence is 1 or - 1 the two members are equal. 0 

Theorem 9.5 For every odd prime p we have 

(4p) = (-1)@-1)/8 = 1 f p = f 1 (mod 8), 
-1 ifp= +3 (mod8). 

PROOF. Consider the following 0, - 1)/2 congruences: 

p - 1 = l( - 1)’ (mod P) 

2 E 2(-1)2 (mod P) 

p - 3 E 3( - 1)3 (mod P) 

4 E 4(- 1)4 (mod P) 

r E q (- l)(P- IV2 (mod p), 

where r is either p - (p - 1)/2 or (p - 1)/2. Multiply these together and note 
that each integer on the left is even. We obtain 

!(- 1) 1+2+,..+(~-1)/2 (mod p). 

This gives us 

2(Pe’V2(!?$)! G (!!)!(-1)(pzm1)~8 (mod p). 
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9: Quadratic residues and the quadratic reciprocity law 

Since (0, - 1)/2)! + 0 (mod p) this implies 
2’P- I)/2 = (_ I)@- I)/8 (mod p). 

By Euler’s criterion we have 2 u- ‘)I2 = (21~) (mod p), and since each 
member is 1 or - 1 the two members are equal. This completes the proof. 

0 

9.4 Gauss’ lemma 
Although Euler’s criterion gives a straightforward method for computing 
(n Ip), the calculation may become prohibitive for large n since it requires 
raising n to the power (p - 1)/2. Gauss found another criterion which 
involves a simpler calculation. 

Theorem 9.6 Gauss’ lemma. Assume n f 0 (mod p) and consider the least 
positive residues mod p of the following (p - 1)/2 multiples of n: 

P-l n, 2n, 3n, . . , ~ n 
2 

If m denotes the number of these residues which exceed p/2, then 

(nld = (- 1)“. 

PROOF. The numbers in (3) are incongruent mod p. We consider their least 
positive residues and distribute them into two disjoint sets A and B, according 
as the residues are <p/2 or > p/2. Thus 

A = h, a2,. . .14J 

where each Ui 3 tn (mod p) for some t I (p - 1)/2 and 0 < ai < p/2; and 

B = h b2, . . . , kl 

where each bi = sn (mod p) for some s I (p - 1)/2 and p/2 < bi < p. Note 
that m + k = (p - 1)/2 since A and B are disjoint. The number m of elements 
in B is pertinent in this theorem. Form a new set C of m elements by sub- 
tracting each bi from p. Thus 

C = {cl, c2,. . , cm}, where ci = p - bi. 

Now 0 < ci < p/2 so the elements of C lie in the same interval as the elements 
of A. We show next that the sets A and C are disjoint. 

Assume that ci = uj for some pair i and j. Then p - bi = oj, or Uj + bi 
~0 (mod p). Therefore 

tn + sn = (t + s)n = 0 (mod p) 

for some s and t with 1 I t < p/2, 1 I s < p/2. But this is impossible since 
p $ n and 0 < s + t < p. Therefore A and C are disjoint, so their union 
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9.4: Gauss’ lemma 

A u C contains m + k = (p - 1)/2 integers in the interval [l, (p - 1)/2]. 
Hence 

AuC= {a,,a, )...) &,Cl,C2 )...) c,} = 
i 

P-l 1,2 )...) 7-- . 

Now form the product of all the elements in A u C to obtain 

ala2 . . . akclc2 . . . c, = ( ) P-l, 
2 

. . 

Since ci = p - bi this gives US 

P-l ( ) 2 
! = Cl142 . . . ah - WP - b2). . - (P - U 

= (- l)mquz . . . akblba . . . b, (mod P) 

E (- l)“n(2n)(3n) . . . (mod p) 

(mod P). 

Canceling the factorial we obtain 

dp- lu2 = (- 1)” (mod p). 

Euler’s criterion shows that ( - 1)” = (n 1 p) (mod p) hence (- 1)” = (n 1 p) and 
the proof of Gauss’ lemma is complete. 0 

To use Gauss’ lemma in practice we need not know the exact value of m, 
but only its parity, that is, whether m is odd or even. The next theorem gives 
a relatively simple way to determine the parity of m. 

Ttieorem 9.7 Let m be the number defined in Gauss’ lemma. Then 

m= + (n - 1) y (mod 2). 

In particular, ifn is odd we have 

PROOF. Recall that m is the number of least positive residues of the numbers 

P-l n,2n,3n ,..., -n 
2 
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9: Quadratic residues and the quadratic reciprocity law 

which exceed p/2. Take a typical number, say tn, divide it by p and examine 
the size of the remainder. We have 

;=[;]+{;], ip} where0 < E < 1, 

SO 

say, where 0 < rt < p. The number I, = tn - p[tn/p] is the least positive 
residue of tn modulo p. Referring again to the sets A and B used in the proof 
of Gauss’ lemma we have 

{ rl,r2,...,r(p-l)i2~ = {ul,u2,...,uk,bl,...,b,}. 

Recall also that 

1, 2,. . . , q = {al, $7,. . . , &, cl,. . . , c,} 

where each ci = p - bi. Now we compute the sums of the elements in these 
sets to obtain the two equations 

and 

In the first equation we replace r, by its definition to obtain 

flUi + j~~bj = n(P~‘t - ~~‘[“]- 
r=1 t=1 P 

The second equation is 

mp + iui - i bj = (‘-T’t. 
i=l j=l t=1 

Adding this to the previous equation we get 

(p-1)/2 tn 

mp + 2 ~ Ui = (fl + l)@-i)“t - p C 
i=l t=1 r=1 [I p 

= (n + 1)fg - ;y2["]. 
r=1 P 
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Now we reduce this modulo 2, noting that n + 1 = n - 1 (mod 2) and 
p E 1 (mod 2), and we obtain 

m = (n - 1) v + ‘py2[z] (mod 2), 
t=1 P 

which completes the proof. 0 

9.5 The quadratic reciprocity law 

Both Euler’s criterion and Gauss’ lemma give straightforward though 
sometimes lengthy procedures for solving the first basic problem of the 
theory of quadratic residues. The second problem is much more difficult. 
Its solution depends on a remarkable theorem known as the quadratic 
reciprocity law, first stated in a complicated form by Euler in the period 
1744-1746, and rediscovered in 1785 by Legendre who gave a partial proof. 
Gauss discovered the reciprocity law independently at the age of eighteen 
and a year later in 1796 gave the first complete proof. 

The quadratic reciprocity law states that if p and q are distinct odd primes, 
then (p 1 q) = (q ( p) unless p = q = 3 (mod 4), in which case (p 1 q) = - (q 1 p). 
The theorem is usually stated in the following symmetric form given by 
Legendre. 

Theorem 9.8 Quadratic reciprocity law. If p and q are distinct odd primes, then 

(4) (jlq)(q1p) = (-1)(p-l)(q--1)/4. 

PROOF. By Gauss’ lemma and Theorem 9.7 we have 

(4lP) = C-1)” 

where 

Similarly, 

where 

mr 

@Id = C-1) 

Hence (Plqklp) = (- lJm+“, and (4) follows at once from the identity 
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9: Quadratic residues and the quadratic reciprocity law 

To prove (5) consider the function 

fk Y) = w - PY. 

If x and y are nonzero integers thenf(x, y) is a nonzero integer. Moreover, 
as x takes the values 1, 2, . . . , (p - 1)/2 and y takes the values 1, 2, . . . , 
(q - 1)/2 thenf(x, y) takes 

p-lq-1 

22 

values, no two of which are equal since 

j-(x, Y) - j-(x’, Y’) = “ox - x’, y - Y’) z 0. 

Now we count the number of values off(x, y) which are positive and the 
number which are negative. 

For each fixed x we have f(x, y) > 0 if and only if y < qx/p, or y I 
[qx/p]. Hence the total number of positive values is 

Similarly, the number of negative values is 
(q-1)/2 py 

= II-1 y=l 4 . 
Since the number of positive and negative values together is 

p-lq-1 

22 

this proves (5) and hence (4). 0 

Note. The reader may find it instructive to interpret the foregoing proof 
of (5) geometrically, using lattice points in the plane. 

At least 150 proofs of the quadratic reciprocity law have been published. 
Gauss himself supplied no less than eight, including a version of the one 
just given. A short proof of the quadratic reciprocity law is described in an 
article by M. Gerstenhaber [25]. 

9.6 Applications of the reciprocity law 

The following examples show how the quadratic reciprocity law can be 
used to solve the two basic types of problems in the theory of quadratic 
residues. 

EXAMPLE 1 Determine whether 219 is a quadratic residue or nonresidue 
mod 383. 
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Solution 
We evaluate the Legendre symbol (2191383) by using the multiplicative 

property, the reciprocity law, periodicity, and the special values (- 1 I p) and 
(2 1 p) calculated earlier. 

Since 219 = 3 .73 the multiplicative property implies 

(219 1383) = (3 1383)(73 1383). 

Using the reciprocity law and periodicity we have 
(31383) = (38313)(-1)‘383-1)(3-1)/4 = -(-113) = -(-1)‘3-1)/2 = 1, 

and 

(731383) = (383)73)(-1)‘383-1)(73-1)‘4 = (18173) = (2173)(9173) 
= (_ l)K73F 1)/S = 1. 

Hence (2191383) = 1 so 219 is a quadratic residue mod 383. 

EXAMPLE 2 Determine those odd primes p for which 3 is a quadratic residue 
and those for which it is a nonresidue. 

Solution 
Again, by the reciprocity law we have 

(3lp) = (p,3)(-l)‘p-1~3-1)~4 = (-1)‘P-ypl3). 

To determine (p 13) we need to know the value of p mod 3, and to determine 
(_ l)(P- I)/2 we need to know the value of (p - 1)/2 mod 2, or the value of p 
mod 4. Hence we consider p mod 12. There are only four cases to consider, 
p E 1,5,7, or 11 (mod 12), the others being excluded since p is odd. 

Case 1. p = 1 (mod 12). In this case p G 1 (mod 3) so (pi 3) = (113) = 1. 
Also p E 1 (mod 4) so (p - 1)/2 is even, hence (3 Ip) = 1. 

Case 2. p = 5 (mod 12). In this case p E 2 (mod 3) so (~13) = (213) = 
(4)‘32-W3 = -1. A gain, (p - 1)/2 is even since p = 1 (mod 4), so (3 Ip) = 

Case 3. p E 7 (mod 12). In this case p = 1 (mod 3), so (pi 3) = (113) = 1. 
Also (p - 1)/2 is odd since p E 3 (mod 4), hence (3 I p) = - 1. 

Case 4. p G 11 (mod 12). In this case p = 2 (mod 3) so (pJ 3) = (2 13) = 
- 1. Again (p - 1)/2 is odd since p - 3 (mod 4), hence (3 Ip) = 1. 

Summarizing the results of the four cases we find 

3Rp if p E f 1 (mod 12) 
3Rp ifp = +5 (mod 12). 

9.7 The Jacobi symbol 

To determine if a composite number is a quadratic residue or nonresidue 
mod p it is necessary to consider several cases depending on the quadratic 
character of the factors. Some calculations can be simplified by using an 
extension of Legendre’s symbol introduced by Jacobi. 
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9: Quadratic residues and the quadratic reciprocity law 

Definition If P is a positive odd integer with prime factorization 

the Jacobi symbol (n I P) is defined for all integers n by the equation 

(6) tnlP) = fitnIP?’ 
i=l 

where (n 1 pi) is the Legendre symbol. We also define (n ) 1) = 1. 

The possible values of (n I P) are 1, - 1, or 0, with (n(P) = 0 if and only if 
(n, P) > 1. 

If the congruence 

x2 = n (mod P) 

has a solution then (n Ipi) = 1 for each prime pi in (6) and hence (n 1 P) = 1. 
However, the converse is not true since (n 1 P) can be 1 if an even number of 
factors - 1 appears in (6). 

The reader can verify that the following properties of the Jacobi symbol 
are easily deduced from properties of the Legendre symbol. 

Theorem 9.9 Zf P and Q are odd positive integers, we have 

(4 (mlP)(nlP) = WlP), 
09 (n I P)(n I Q) = b I PQ), 
(c) (m 1 P) = (n I P) whenever m = n (mod P), 
(d) (a2n (P) = (n I P) whenever (a, P) = 1. 

The special formulas for evaluating the Legendre symbols (- 1 Ip) and 
(2 1 p) also hold for the Jacobi symbol. 

Theorem 9.10 If P is an odd positive integer we have 

(7) (-lip) = (-l)(P-1)/2 

and 

(8) (ZIP) = (-l)‘P’-l)/f 

PROOF. Write P = p1 p2 . . . pm where the prime factors pi are not necessarily 
distinct. This can also be written as 

P = ii(l + pi - 1) = 1 + ~ (pi - 1) + C(pi - l)(pj - 1) + “‘. 
i=l i=l i+j 
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But each factor pi - 1 is even so each sum after the first is divisible by 4. 
Hence 

or 

Pcl+ F(Pi-l)(mod4), 
i=l 

i (P - 1) E 5 i (pi - 1) (mod 2). 
i=l 

Therefore 

(-lip) = J+pi) = fi(-l)(Pf--l)~2 = (-1)(p-l)‘2, 
i=l i=l 

which proves (7). 
To prove (8) we write 

p2 = fi (1 + pi2 - 1) = 1 + f (pi’ - 1) + C(pi” - l)(Pj2 - l) + ’ ’ * ’ 
i=l i=l i#j 

Since pi is odd we have pi2 - 1 E 0 (mod 8) so 

p2 E 1 + f (pi2 - 1) (mod 64) 
i=l 

hence 

$ (I’” - 1) = f f (pi2 - 1) (mod 8). 
i=l 

This also holds mod 2, hence 

(ZIP) = fi(2,p,) = f&L)(““-1’1” = (-l)(P2-1)/8, 
i=l i=l 

which proves (8). q 

Theorem 9.11 Reciprocity law for Jacobi symbols. IfP and Q are positive odd 
integers with (P, Q) = 1, then 

(P) Q)(Q ( P) = (- l)“- ‘)(Q- ‘)? 

PROOF. Write P = pl . . . pm, Q = q1 + . . q,,, where the pi and qi are primes. 
Then 

(P IQ) (QIP)  = fi fI(Pi/qj)(qj/pJ = t-l)‘, i=l j=l 

say. Applying the quadratic reciprocity law to each factor we find that 

Y = ~ ~ ~ (pi - 1) ~ (qj - 1) = ~ f (pi - 1) ~ ~ (qj - 1). 
i=l j=l i=l j=l 
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9 : Quadratic residues and the quadratic reciprocity law 

In the proof of Theorem 9.10 we showed that 

itl k (pi - 1) E i (P - 1) (mod 2), 

and a corresponding congruence holds for 1 gqj - 1). Therefore 

r-TV (mod2), 

which completes the proof. 0 

EXAMPLE 1 Determine whether 888 is a quadratic residue or nonresidue of 
the prime 1999. 

Solution 
We have 

(88811999) = (411999)(211999)(111I 1999) = (11111999). 

To calculate (111 I 1999) using Legendre symbols we would write 

(11111999) = (3 ( 1999)(37 I 1999) 

and apply the quadratic reciprocity law to each factor on the right. The 
calculation is simpler with Jacobi symbols since we have 

(11111999) = -(19991111) = -(lllll) = -1. 

Therefore 888 is a quadratic nonresidue of 1999. 

EXAMPLE 2 Determine whether - 104 is a quadratic residue or nonresidue of 
the prime 997. 

Solution 
Since 104 = 2.4.13 we have 

(-1041997) = (-l/997)(21997)(131997) = -(131997) 
= -(997113)= -(9113)= -1. 

Therefore - 104 is a quadratic nonresidue of 997. 

9.8 Applications to Diophantine equations 

Equations to be solved in integers are called Diophantine equations after 
Diophantus of Alexandria. An example is the equation 

(9) y2 = x3 + k 

where k is a given integer. The problem is to decide, for a given k, whether 
or not the equation has integer solutions x, y and, if so, to exhibit all of them. 
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We discuss this equation here partly because it has a long history, going 
back to the seventeenth century, and partly because some cases can be 
treated with the help of quadratic residues. A general theorem states that the 
Diophantine equation 

Y2 = f(x) 

has at most a finite number of solutions iff(x) is a polynomial of degree 
23 with integer coefficients and with distinct zeros. (See Theorem 4-18 in 
LeVeque [44], Vol. 2.) However, no method is known for determining the 
solutions (or even the number of solutions) except for very special cases. 
The next theorem describes an infinite set of values of k for which (9) has 
no solutions. 

Theorem 9.12 The Diophantine equation 

(10) y2 = x3 + k 

has no solutions ifk has the form 

(11) k = (4n - 1)3 - 4m2, 

where m and n are integers such that no prime p G - 1 (mod 4) divides m. 

PROOF. We assume a solution x, y exists and obtain a contradiction by 
considering the equation modulo 4. Since k = - 1 (mod 4) we have 

(12) y2 E x3 - 1 (mod 4). 

Now y2 E 0 or 1 (mod 4) for every y, so (12) cannot be satisfied if x is even 
or if x = - 1 (mod 4). Therefore we must have x E 1 (mod 4). Now let 

a=4n-1 

so that k = a3 - 4m2, and write (10) in the form 

(13) y2 + 4m2 = x3 + a3 = (x + a)(x2 - ax + a’). 

Since x = 1 (mod 4) and a = - 1 (mod 4) we have 

(14) X2 -ax+a2-l-a+a2- -1 (mod4). 

Hence x2 - ax + a2 is odd, and (14) shows that all its prime factors 
cannot be = 1 (mod 4). Therefore some prime p E - 1 (mod 4) divides 
x2 - ax + a2, and (13) shows that this also divides y2 + 4m2. In other words, 

(15) y2 - -4m’ (mod p) for some p E - 1 (mod 4). 

But p $ m by hypothesis, so ( - 4m2 1 p) = (- 11 p) = - 1, contradicting (15). 
This proves that the Diophantine equation (10) has no solutions when k has 
the form (11). 0 
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The following table gives some values of k covered by Theorem 9.12. 

n 0 0 0 011 112222 

m 1 2 4 512 4 5 12 4 5 

k -5 -17 -65 -100 23 11 -37 -73 339 327 279 243 

Note. All solutions of (10) have been calculated when k is in the interval 
- 100 I k I 100. (See reference [32].) No solutions exist for the following 
positive values of k I 100: 

k = 6,7, 11, 13, 14,20,21,23,29,32,34,39,42,45,46,47, 51,53, 58, 
59,60,61,62,66,67,69,70,74,75,77,78,83,84,85,86,87,88,90, 
93,95, 96. 

9.9 Gauss sums and the quadratic 
reciprocity law 

This section gives another proof of the quadratic reciprocity law with the 
help of the Gauss sums 

(16) G(n, x) = c X(r)e2ninr’p, 
rmodp 

where X(r) = (rip) is the quadratic character mod p. Since the modulus is 
prime, x is a primitive character and we have the separability property 

(17) Gh xl = (n IdGU, xl 

for every n. Also, Theorem 8.11 implies that 1 G( 1, x) 1’ = p. The next theorem 
shows that G(1, x)2 is fp. 

Theorem 9.13 !fp is an odd prime and x(r) = (r 1 p) we have 

(18) W, xl2 = (-- 1 IPIP. 

PROOF. We have 
p-l p-l 

G(l, x)’ = 1 c (rIp)(sIp)e2ni(r+S)‘p. 
r=l s=l 

For each pair r, s there is a unique t mod p such that s = tr (mod p), and 
(~IPM~IP) = (rlp)@rlp) = (r21pNlp) = @IPI. Hem 

p-l p-l p-1 p-1 

G(l, x)2 = 1 1 (tIp)e2zir(1+f)lp = 
1=1 r=l 

The last sum on r is a geometric sum given by 

p-1 

Ce 
Znir(1 + O/p = 

i 

-1 ifp#(l + t), 

r=l p - 1 ifpl(1 + t). 
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Therefore 
p-2 p-1 

W,X)‘= - C(tlp)+(p- l)(p- l/p)= - C(t~p)+~(-ll~) 
t=1 i=l 

= (-llPhJ 

since Ecri (t lp) = 0. This proves (18). Cl 

Equation (18) shows that G(l, x)2 is an integer, so G(l, x)“- ’ is also an 
integer for every odd q. The next theorem shows that the quadratic reciprocity 
law is connected to the value of this integer modulo q. 

Theorem 9.14 Let p and q be distinct odd primes and let x be the quadratic 
character mod p. Then the quadratic reciprocity law 

(19) (qlp) = (-l)(p-l)(q-yplq) 

is equivalent to the congruence 

(20) GO, xJqwl = (qlp) (mod 4). 

PROOF. From (18) we have 

(21) G(l, .#- 1 = (_ 1 Ip)'"- 1)/2p(q- 1)/z = (_ l)(P- I)@- 1)/4#q- 1)/z. 

By Euler’s criterion we have p’q- 1)‘2 = (p 1 q) (mod q) so (21) implies 

(22) G(1, x)4-l z (-1)(P-1)(q-1)/4(plq) (mod q). 

If (20) holds we obtain 

(qlp) = (-l)(p-1)(q-1)‘4(plq) (mod q) 

which implies (19) since both members are &- 1. Conversely, if (19) holds then 
(22) implies (20). Cl 

The next theorem gives an identity which we will use to deduce (20). 

Theorem9.15 Zf p and q are distinct odd primes and ifx is the quadratic character 
mod p we have 

(23) G(Lx)~-~ = (qlp) 1 ... 
r,modp 

I zddp(T1 ... r,Id. 
rl+-+rq=q:modp, 

PROOF. The Gauss sum G(n, 2) is a periodic function of n with period p. 
The same is true of G(n, x)” so we have a finite Fourier expansion 

G(n, x)” = c aq(m)e2”imn’P, 
mmodp 
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where the coefficients are given by 

(24) a,(m) = f 1 G(n, X)qe-2nimn’p. 
nmodp 

From the definition of G(n, x) we have 

G(n, x)’ = 1 (rl Ip)e2ninr1’p . . - 
II modp 

, ~dp(T,Ipk2xi”rq’p 

= r,gdp..., 

4 

zdp(Tl . ..r.lp)e2~in(rl+...+r~~,p, 

so (24) becomes 

a,(m) = L 1 . . . , gdFl . . . rqlp) 1 e2nin(rl+...+lq--m)ip. 
P r,modp 4 nmodp 

The sum on n is a geometric sum which vanishes unless rI + . . . + rq E 

m (mod p), in which case the sum is equal to p. Hence 

(25) 

Now we return to (24) and obtain an alternate expression for u,(m). 
Using the separability of G(n, x) and the relation (n 1~)~ = (n Ip) for odd q 
we find 

a,(m) = i G(l, x)’ c (nlp)e-2Rimn’P = $ G(l, X)qG(-m, x) 
nmodp 

= k W, x)q(mIp)G(- 1, x1 = (mIpN31, xIqml 

since 

W, x)G(- 4 x) = G(4 x)G(l, xl = I W, x)1’ = P. 

In other words, G(l, x)“- ’ = (m Ip)u,(m). Taking m = q and using (25) we 
obtain (23). 0 

tioo~ OF THE RECIPROCITY LAW. To deduce the quadratic reciprocity law 
from (23) it suffices to show that 

(26) c . . . 
r ;dp@’ 

. ..rqlp) = 1 (modq), 
rtmodp q 

where the summation indices rr, . . . , rq are subject to the restriction 

(27) r1 + . . . + r4 E q (mod p). 
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9.10: The reciprocity law for quadratic Gauss sums 

If all the indices yl, . . . , rq are congruent to each other mod p, then their 
sum is congruent to qrj for each j = 1,2, . . . , q, so (27) holds if, and only if, 

qrj E 4 (mod P), 

that is, if, and only if rj = 1 (mod p) for each j. In this case the corresponding 
summand in (26) is (1 lp) = 1. For all other choices of indices satisfying (27) 
there must be at least two incongruent indices among rl, . . . , Ye. Therefore 
every cyclic permutation of rl, . . . , r4 gives a new solution of (27) which 
contributes the same summand, (rl f . . r4 1 p). Therefore each such summand 
appears q times and contributes 0 modulo q to the sum. Hence the only 
contribution to the sum in (26) which is nonzero modulo q is (1 Ip) = 1. This 
completes the proof. q 

9.10 The reciprocity law for quadratic Gauss 
sums 

This section describes another proof of the quadratic reciprocity law based 
on the quadratic Gauss sums 

G(,,; m) = f e2ninr2/m. 

r=l 

If p is an odd prime and p $ II we have the formula 

(29) G(n; P) = (a I PM ; P) 

which reduces the study of the sums G(n; p) to the case n = 1. Equation (29) 
follows easily from (28) or by noting that G(n; p) = G(n, x), where x(n) = (n 1 p), 
and observing that G(n, x) is separable. 

Although each term of the sum G(l; p) has absolute value 1, the sum 
itself has absolute value 0, & or A. In fact, Gauss proved the remarkable 
formula 

CJ- m ifm = 1 (mod4) 

(30) G(l; m) = i ,,/%(l + i)(l + ePni’“12) = ’ ifm = 2 (mod4) 

‘J 
;I +” i)& 

ifm = 3 (mod4) 
if m E 0 (mod 4) 

for every m 2 1. A number of different proofs of (30) are known. We will 
deduce (30) by treating a related sum 

m-l 

S(a, m) = 1 eniar2’m, 
r=O 

where a and m are positive integers. If a = 2, then S(2, m) = G(l; m). 
The sums S(a, m) enjoy a reciprocity law (stated below in Theorem 9.16) 

which implies Gauss’ formula (30) and also leads to another proof of the 
quadratic reciprocity law. 
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9 : Quadratic residues and the quadratic reciprocity law 

Theorem 9.16 If the product ma is even, we have 

(31) 
m l+i - 

S(a, m) = a 
J( ) 

- S(m, 4, 
Jz 

where the bar denotes the complex conjugate. 

Note. To deduce Gauss’ formula (30) we take a = 2 in (31) and observe 
that S(m, 2) = 1 + emnimi2. 

PROOF. This proof is based on residue calculus. Let g be the function defined 
by the equation 

(32) 
m-l 

g(z) = C enia(~+*)2/me 

r=O 

Then g is analytic everywhere, and g(0) = S(a, m). Since ma is even we find 
a-1 

g(z + 1) _ g(z) = eniazzlm(e*niaz _ 1) = eniaz2/m(e2rriz _ 1) 2 e2ninz. 

n=O 

Now definefby the equation 

f(z) = .,:!y 1. 

Then f is analytic everywhere except for a first-order pole at each integer, 
andfsatisfies the equation 

(33) f(z + 1) = f(z) + cp(z), 

where 
a-l 

(34) cp(z) = eniaz2/m 1 e2ninz. 

n=O 

The function cp is analytic everywhere. 
At z = 0 the residue off is g(O)/(2ri) and hence 

(35) S(a, m) = g(0) = 2ni Res f(z) = f(z) dz, 
z=o s Y 

where y is any positively oriented simple closed path whose graph contains 
only the pole z = 0 in its interior region. We will choose y so that it describes 
a parallelogram with vertices A, A + 1, B + 1, B where 

A = - i - Reni14 1 
and B = - z + Reni14, 

as shown in Figure 9.1. Integratingfalong y we have 

196 
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Figure 9.1 

In the integral JiI : f we make the change of variable w = z + 1 and then 
use (33) to get 

s 

l3+1 

A+1 

f(w)dw = J)tz + l)dz = J;f(z)dz + J)le)dz. 

Therefore (35) becomes 
B A+1 B+l 

(36) S(a, m) = 
I d.4 dz + f(z) dz - 

A I 
A 

I 
J-(z) dz. B 

Now we show that the integrals along the horizontal segments from A to 
A + 1 and from B to B + 1 tend to 0 as R + + co. To do this we estimate the 
integrand on these segments. We write 

(37) 

and estimate the numerator and denominator separately. 
On the segment joining B to B + 1 we let 

y(t) = t + Re”i’4, 
1 1 

where --it I-. 
2 2 

From (32) we find 

(38) 
m-l 

Ig[y(t)] 1 < C exp nia@ + Rini’4 + r)2 , 
r=O I i II 

where exp z = e’. The expression in braces has real part 

-na(@R + R2 + $rR) 
m 
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Since ) eX+iY 1 = eX and exp{ - ~~a,/%R/rn} I 1, each term in (38) has absolute 
value not exceeding exp{ - naR’/m}exp{ -,,hrcatR/m). But - l/2 I t I l/2, 
so we obtain the estimate 

1 s[r(t)] 1 5 me afiWWOe - naR’/m 

For the denominator in (37) we use the triangle inequality in the form 

le 2niz - 1 ) 2 1 leZniz) - 1 1, 

Since (exp{2rciy(t)} 1 = exp{ - 2nR sin(z/4)} = exp{ -$&CR}, we find 

le2WW - 11 2 1 - e-J2nR. 

Therefore on the line segment joining B to B + 1 we have the estimate 

If( 5 
men+‘%R/(2m) -noR*/m 

1 _ ,-:.R = o(l) as R + +co. 

A similar argument shows that the integrand tends to 0 on the segment 
joining A to A + 1 as R + + co. Since the length of the path of integration 
is 1 in each case, this shows that the second and third integrals on the right 
of (36) tend to 0 as R + + co. Therefore we can write (36) in the form 

(39) s 

B 
S(a, m) = q(z) dz + o(l) as R + +co. 

A 

To deal with the integral j: cp we apply Cauchy’s theorem, integrating 
cp around the parallelogram with vertices A, B, IX, -LX, where M = B + $ = 
Renii4, (See Figure 9.2.) Since cp is analytic everywhere, its integral around this 
parallelogram is 0, so 

Figure 9.2 

198 



9.10: The reciprocity law for quadratic Gauss sums 

Because of the exponential factor e nioz2/m in (34) an argument similar to that 
given above shows that the integral of cp along each horizontal segment + 0 
as R + + co. Therefore (40) gives us 

q + o(l) asR+ +co, 

and (39) becomes 

s 

a 
(41) S(a, m) = q(z)dz + o(l) as R -+ +cq 

--(1 

where u = Reni14. Using (34) we find 

J)(z) dz = 1:; ~~aeni-‘~‘“e2~i”z dz = ~~~e-nimn2~aZ(a, m, n, R), 

where 

Z(a,m,n,R)= ,:expr;(z+y)z]dz. 

Applying Cauchy’s theorem again to the parallelogram with vertices - 01, a, 
u - (WI/~), and --c1 - (WI/U), we find as before that the integrals along the 
horizontal segments + 0 as R + + co, so 

Z(o,m,n,R)=~~~~~~,~p{~(z+~)2jdz+o(1) asR+ +co. 

The change of variable w = &&r(z + (n&z)) puts this into the form 

Z(a, m, n, R) = 

Letting R -+ + co in (41), we find 

as R --, + co. 

(42) 
a-1 

S(u, m) = 1 e-nimn2’a 
n=O 

e niw* dw. 

By writing T = fiR, we see that the last limit is equal to 

s 

Ten’/4 
lim e niW2 dw = 1 

T++m - T@T’,‘l 

say, where Z is a number independent of a and m. Therefore (42) gives us 

S(a, m) = 
ll 

F ZS(m, a), 

To evaluate I we take a = 1 and m = 2 in (43). Then S(l, 2) = 1 + i and 
S(2, 1) = 1, so (43) implies I = (1 + i)/a, and (43) reduces to (31). 0 
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9 : Quadratic residues and the quadratic reciprocity law 

Theorem 9.16 implies a reciprocity law for quadratic Gauss sums. 

Theorem 9.17 Zfh > 0, k > 0, h odd, then 

(44) G(h; k) = 
J 

i 7 (1 + e-nihklZ)G(k; h). 

PROOF. Take a = 2h, m = k in Theorem 9.16 to obtain 

(45) G(h; k) = S(2h, k) = 

We split the sum on r into two parts corresponding to even and odd r. 
Forevenrwewriter = 2swheres = 0,1,2,...,h - l.Foroddrwenotethat 
(r + 2h)2 = r2 (mod 4h) so the sum can be extended over the odd numbers 
in any complete residue system mod 2h. We sum over the odd numbers in the 
interval h I r < 3h, writing r = 2s + h, where s = 0, 1,2, . . . , h - 1. (The 
numbers 2s + h are odd and distinct mod 2h.) This gives us 

Zh- 1 h-l h-l 

,zo e- nikr2/(2h) = s~oe-~ik(2~)‘i(2h) + s;oe-nik(2s+h)2/(2hl 

h-l 
= sgoe-2dcs2/h(l + ,-dW2) 

=(l+e - zihk’2)G(k; h). 

Using this in (45) we obtain (44). cl 

9.11 Another proof of the quadratic 
reciprocity law 

Gauss’ formula (30) leads to a quick proof of the quadratic reciprocity law. 
First we note that (30) implies 

G(l; k) = i(k- 1j2/4& 

if k is odd. Also, we have the multiplicative property (see Exercise 8.16(a)) 

G(m;n)G(n;m) = G(l;mn) if(m,n) = 1. 

Therefore, if p and q are distinct odd primes we have 

(3.~; q) = @Iq)W; 4 = (plq)i’q-1)2’4,h 
G(q; P) = (qlp)G(l; P) = (q.lp)i(p-1)2’4& 

and 
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Exercises for Chapter 9 

Comparing the last equation with the previous two we find 

(p14)(41p)il(4-1)2+(P-1)*t/4 = i(P4-1)2/4, 

and the quadratic reciprocity law follows by observing that 

i (@4- 1)2-(9- 1)2-(P- 1)2)/4 = (_ l)(P- l)(9- 1)/4e Cl 

Exercises for Chapter 9 

1. Determine those odd primes p for which (- 3 Ip) = 1 and those for which (- 3 Ip) = 
-1. 

2. Prove that 5 is a quadratic residue of an odd prime p if p = f 1 (mod lo), and that 
5 is a nonresidue if p = + 3 (mod 10). 

3. Let p be an odd prime. Assume that the set { 1,2, . . . , p - 1) can be expressed as the 
union of two nonempty subsets S and ?; S # T, such that the product (mod p) of any 
two elements in the same subset lies in S, whereas the product (mod p) of any 
element in S with any element in T lies in T. Prove that S consists of the quadratic 
residues and T of the nonresidues mod p. 

4. Letf(x) be a polynomial which takes integer values when x is an integer. 
(a) If a and b are integers, prove that 

,~dp(f(~x + b)lp) = x~dp(f(41~) if@, P) = 4 

and that 

x~ddp(d’(x)I~) = (~IP)~~~UWIP) for all a. 

(b) Prove that 

c (ax+blp)=O if(a,p)=l. 
xmodp 

(c) Let f(x) = x(ax + b), where (a, p) = (b, p) = 1. Prove that 

p-1 p-1 

x;IW)l~) = ,TI(a + bxlp) = -(alp). 

[Hint: As x runs through a reduced residue system mod p, so does x’, the 
reciprocal of x mod p.] 

5. Let a and jI be integers whose possible values are &- 1. Let N(a, /I) denote the number 
of integers x among 1,2,. . . , p - 2 such that 

blp) = a and(x+ lip)=/?, 

where p is an odd prime. Prove that 

p-2 

Wa, 8) = C (1 + a(xIp)I{l + Rx + 1 IpI}, 
x=1 
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and use Exercise 4 to deduce that 

4N(a,p) = p - 2 - /I - a/? - a(-lip). 

In particular this gives 

N(l l)=P-4-(-llP) 
4 ’ 

N(-1, _,)=.(-,,l)=p-2+4(-1’p), 

N(l, -1) = 1 -I- N&l). 

6. Use Exercise 5 to show that for every prime p there exist integers x and y such that 
x2 + y2 + 1 = 0 (mod p). 

7. Let p be an odd prime. Prove each of the following statements: 

p-1 

(a) 1 r(r(p) = 0 ifp = 1 (mod 4). 
r=l 

p-1 

(b) 1 r=F ifp=l (mod4). 
,=l 

HP) = 1 

p-1 p-1 

(c) Cr’(rlp)=pCr(rIp) ifp=3 (mod4. 
r=1 ,=1 

p-1 

(d) 1 r3(rlp) = i pp~‘rz(rlp) if p = 1 (mod 4). 
r=l I 1 

p-1 P- 1 p-1 

(e) Cr4(rIp)=2pCr3(r.Ip)-p* Cr’(rlp) ifp= 3 (mod4). 
r=1 r=l r=l 

[Hint: p - r runs through the numbers 1,2, , p - 1 with r.] 

8. Let p be an odd prime, p = 3 (mod 4), and let q = (p - 1)/2. 

(a) Prove that 

(1 - ~@IP)I irkId = P T i (r(p). 
r=l ,=1 

[Hint: As r runs through the numbers 1,2, . . . , q then r and p - r together run 
through the numbers 1,2, . . , p - 1, as do 2r and p - 2r.l 

(b) Prove that 

p-1 

((21~) - 21 1 rklp) = p E (rip). 
r=1 ,= 1 
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9. If p is an odd prime, let x(n) = (nip). Prove that the Gauss sum G(n, x) associated 
with x is the same as the quadratic Gauss sum G(n; p) introduced in Exercise 8.16 
if (n, p) = 1. In other words, if p J’ n we have 

G(n, x) = 1 ~(+~~~~“‘p = i ezninr2/P = G(n; p). 
mmodp r=l 

It should be noted that G(n, x) # G(n; p) if pin because G(p, x) = 0 but G(p; p) = p. 

10. Evaluate the quadratic Gauss sum G(2; p) using one of the reciprocity laws. Com- 
pare the result with the formula G(2; p) = (2lp)G(l; p) and deduce that (21~) = 
(- l)@- i)18 if p is an odd prime. 
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10 Primitive Roots 

10.1 The exponent of a number mod m. 
Primitive roots 

Let a and m be relatively prime integers, with m 2 1, and consider all the 
positive powers of a: 

a, a=, a3, . . . 

We know, from the Euler-Fermat theorem, that aa = 1 (mod m). How- 
ever, there may be an earlier power af such that as = 1 (mod m). We are 
interested in the smallest positivefwith this property. 

Definition The smallest positive integer f such that 

af = 1 (mod m) 

is called the exponent of a modulo m, and is denoted by writing 

f = exp,(a). 

If exp,(a) = q(m) then a is called a primitive root mod m. 

The Euler-Fermat theorem tells us that exp,(a) 5 q(m). The next theorem 
shows that exp,(a) divides q(m). 

Theorem 10.1 Given m 2 1, (a, m) = 1, let f = exp,(a). Then we have: 

(a) ak = ah (mod m) if, and only if, k = h (mod f). 
(b) ak = 1 (mod m) if, and only if, k E 0 (modf). In particular,f I q(m). 
(c) The numbers 1, a, a=, . . . , af - 1 are incongruent mod m. 
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10.2 : Primitive roots and reduced residue systems 

hOOF. Parts (b) and (c) follow at once from (a), so we need only prove (a). 
If ak E ah (mod m) then ukVh E 1 (mod m). Write 

k - h = qf + r, where 0 I r < fi 

Then 1 E ak-h = @+r = - a’ (mod m), so r = 0 and k E h (mod f ). 
Conversely, if k E h (mod f) then k - h = qf so uk-h E 1 (mod m) 

and hence uk - uh (mod m). cl 

10.2 Primitive roots and reduced residue 
systems 

Theorem 10.2 Let (a, m) = 1. Then a is a primitive root mod m if, and only if, 
the numbers 

(1) a, u2, . . . ) uq(m) 

form a reduced residue system mod m. 

PROOF. If a is a primitive root the numbers in (1) are incongruent mod m, by 
Theorem 10.1(c). Since there are q(m) such numbers they form a reduced 
residue system mod m. 

Conversely, if the numbers in (1) form a reduced residue system, then 
LX”(~) = 1 (mod m) but no smaller power is congruent to 1, so a is a primitive 
root. 0 

Note. In Chapter 6 we found that the reduced residue classes mod m form 
a group. If m has a primitive root a, Theorem 10.2 shows that this group is 
the cyclic group generated by the residue class a .̂ 

The importance of primitive roots is explained by Theorem 10.2. If m 
has a primitive root then each reduced residue system mod m can be expressed 
as a geometric progression. This gives a powerful tool that can be used in 
problems involving reduced residue systems. Unfortunately, not all moduli 
have primitive roots. In the next few sections we will prove that primitive 
roots exist only for the following moduli: 

m = 1, 2,4, pa, and 2p”, 

where p is an odd prime and a 2 1. 
The first three cases are easily settled. The case m = 1 is trivial. Form = 2 

the number 1 is a primitive root. For m = 4 we have (p(4) = 2 and 32 - 
1 (mod 4), so 3 is a primitive root. Next we show that there are no primitive 
roots mod 2” if a 2 3. 
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10.3 The nonexistence of primitive roots 
mod 2” for a 2 3 

Theorem 10.3 Let x be an odd integer. Zfu 2 3 we have 

(4 x’(*“)‘* E 1 (mod 2”), 

so there are no primitive root:; mod 2”. 

PROOF. If CI = 3 congruence (2) states that x2 E 1 (mod 8) for x odd. This is 
easily verified by testing x = 1, 3, 5, 7 or by noting that 

(2k + l)* = 4k’! + 4k + 1 = 4k(k + 1) + 1 

and observing that k(k + 1) is even. 
Now we prove the theorem by induction on LX We assume (2) holds for 

u and prove that it also holds for u + 1. The induction hypothesis is that 
xrpc2=)/2 = 1 + 23, 

where t is an integer. Squaring both sides we obtain 

x’J’c2”) = 1 + 2” + ‘t + 22at2 G 1 (mod 20L+ ‘) 

because 2cr 2 IX + 1. This completes the proof since (~(2”) = 2”- ’ = (p(2”+ ‘)/2. 
cl 

10.4 The existence of primitive roots mod p 

for odd primes p 

First we prove the following lemma. 

Lemma 1 Given (a, m) = 1, let f’ = exp,(a). Then 

exp&) 
expmbk) = (k, f) . 

In particular, exp,(ak) = exp,(a) if, and only if, (k, f) = 1. 

PROOF. The exponent of ak is the smallest positive x such that 

a xk s 1 (mod m). 

This is also the smallest x > 0 such that kx = 0 (mod f). But this latter 
congruence is equivalent to the congruence 

where d = (k, f). The smallest positive solution of this congruence is f/d, 
so exp,(ak) = f/d, as asserted. 0 
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10.4: The existence of primitive roots mod p for odd primesp 

Lemma 1 will be used to prove the existence of primitive roots for prime 
moduli. In fact, we shall determine the exact number of primitive roots 
mod p. 

Theorem 10.4 Let p be an odd prime and let d be any positive divisor of p - 1. 
Then in every reduced residue system mod p there are exactly q(d) numbers 
a such that 

exp,(a) = d. 

In particular, when d = q(p) = p - 1 there are exactly cp(p - 1) primitive 
roots mod p. 

PROOF. We use the method employed in Chapter 2 to prove the relation 

The numbers 1,2,. . . , p - 1 are distributed into disjoint sets A(d), each set 
corresponding to a divisor d of p - 1. Here we define 

A(d) = {x : 1 I x I p - 1 and exp,(x) = d}. 

Let f(d) be the number of elements in A(d). Thenf(d) 2 0 for each d. Our 
goal is to prove thatf(d) = q(d). 

Since the sets A(d) are disjoint and since each x = 1,2, . . . , p - 1 falls into 
some A(d), we have 

1 f(d) = P - 1. 

But we also have 

dip- 1 

1 cp(4 = P - 1 
%- 1 

so 

d,,c- lM4 - S(d)} = 0. 

To show each term in this sum is zero it suffices to prove thatf(d) I q(d). 
We do this by showing that eitherf(d) = 0 orf(d) = q(d); or, in other words, 
thatf(d) # 0 impliesf(d) = q(d). 

Suppose that f(d) # 0. Then A(d) is nonempty so a E A(d) for some a. 
Therefore 

exp,(a) = d, hence ad - 1 (mod p). 

But every power of a satisfies the same congruence, so the d numbers 

(3) a, a2,. . . , ad 
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are solutions of the polynomial congruence 

(4) xd - 1 - 0 (mod p), 

these solutions being incongruent mod p since d = exp,(a). But (4) has at 
most d solutions since the mod.ulus is prime, so the d numbers in (3) must be 
all the solutions of (4). Hence each number in A(d) must be of the form uk 
forsomek = 1,2,..., d. When is exp,(ak) = d? According to Lemma 1 this 
occurs if, and only if, (k, d) = 1. In other words, among the d numbers in (3) 
there are cp(d) which have exponent d modulo p. Thus we have shown that 
f(d) = q(d) iff(d) # 0. As noted earlier, this completes the proof. Cl 

10.5 Primitive roots and quadratic residues 

Theorem 10.5 Let g be a primitive root mod p, where p is an odd prime. Then 
the even powers 

g2,g4,...,gp-l 

are the quadratic residues mod p, and the odd powers 

9, g3, * . ., gp- 2 

are the quadratic nonresidues mod p. 

PMoF. If n is even, say n = 2m, then g” = (g”)’ so 

g” E x2 (mod p), where x = gm. 

Hence g”Rp. But there are (p - 1)/2 distinct even powers g2, . . . , gp-’ 
modulo p and the same number of quadratic residues mod p. Therefore the 
even powers are the quadratic residues and the odd powers are the non- 
residues. q 

10.6 The existence of primitive roots mod p” 

We turn next to the case m = pa, where p is an odd prime and u 2 2. In 
seeking primitive roots mod pa it is natural to consider as candidates the 
primitive roots mod p. Let g be such a primitive root and let us ask whether 
g might also be a primitive root mod p2. Now gpml = 1 (mod p) and, since 
cp(p’) = p(p - 1) > p - 1, this g will certainly not be a primitive root 
mod p2 if g p- 1 = 1 (mod p2). Therefore the relation 

gp.-l f 1 (mod p’) 

is a necessary condition for a primitive root g mod p to also be a primitive 
root mod p2. Remarkably enough, this condition is also sujficient for g 
to be a primitive root mod p2 and, more generally, mod pa for all powers 
c1 2 2. In fact, we have the following theorem. 
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10.6: The existence of primitive roots mod p” 

Theorem 10.6 Let p be an odd prime. Then we have: 

(a) Zf g is a primitive root mod p then g is also a primitive root mod pa for 
all c( 2 1 if, and only if, 

(5) 9 p- ’ f 1 (mod p2). 

(b) There is at least one primitive root g mod p which satisfies (5), hence 
there exists at least one primitive root mod pa if ct 2 2. 

PROOF. We prove(b) first. Let g be a primitive root mod p. IfgP- ’ f 1 (mod p2) 
there is nothing to prove. However, if gp-r E 1 (mod p2) we can show that 
gr = g + p, which is another primitive root modulo p, satisfies the condition 

In fact, we have 

91 p- ’ + 1 (mod p’). 

91 p-1 = (g + py-1 = gp-1 + (p - l)gp-Zp + tp2 
= - gp-l + (p2 - p)gpm2 (mod p2) 

- 1 - pgpm2 (mod p’). 

But we cannot have pgpW2 = 0 (mod p2) for this would imply gpe2 = 
0 (mod p), contradicting the fact that g is a primitive root mod p. Hence 
91 p- ’ f 1 (mod p’), so (b) is proved. 

Now we prove (a). Let g be a primitive root modulo p. If this g is a primitive 
root mod p” for all a 2 1 then, in particular, it is a primitive root mod p2 and, 
as we have already noted, this implies (5). 

Now we prove the converse statement. Suppose that g is a primitive 
root mod p which satisfies (5). We must show that g is also a primitive 
root mod p” for all u 2 2. Let t be the exponent of g modulo p”. We wish 
to show that t = cp(p”). Since g’ = 1 (mod p”) we also have g1 E 1 (mod p) so 
cp(p) I t and we can write 

(6) t = w(P). 

Now t I cp(p”) so q(p(p) 1 cp(p”). But cp(p”) = pa- ‘(p - 1) hence 

4(P - l)lP”% - 1) 

which means q 1 pa- ‘. Therefore q = pB where b I a - 1, and (6) becomes 

t = ps(p - 1). 

If we prove that B = c1 - 1 then t = cp(p”) and the proof will be complete. 
Suppose, on the contrary, that j? < c1 - 1. Then /I I a - 2 and we have 

t = pQ - l)lp”-2(p - 1) = cp(p”-‘). 

Thus, since cp(p”- ‘) is a multiple of t, this implies, 

(7) ga(P”- ‘) E 1 (mod pa). 
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10: Primitive roots 

But now we make use of the following Lemma which shows that (7) is a 
contradiction. This contradict:ion will complete the proof of Theorem 10.6. 

cl 

Lemma 2 Let g be a primitive root modulo p such that 

(8) 9 p-1 f 1 (mod p’). 

Then for every a 2 2 we have 

(9) g’pl:P” - ‘) f 1 (mod p”). 

PROOF OF LEMMA 2. We use induction on a. For a = 2, relation (9) reduces 
to (8). Suppose then, that (9) holds for a. By the Euler-Fermat theorem 
we have 

so 

9 ‘@(Pa-‘) E 1 (mod p=-‘) 

gv,(,P=-') = 1 + kp"-l 

where p ,j’ k because of (9). Raising both sides of this last relation to the pth 
power we find 

gVP(P=‘) = (1 + kp=-l)P = 1 + kp= + k2 p(p; ‘) pz(=-l) + rp3(=-1). 

Now 2a - 1 2 a + 1 and 3a - 3 2 a + 1 since a 2 2. Hence, the last 
equation gives us the congruence 

gq(p”) e 1 + kp” (mod pa+ ‘) 

where p J’ k. In other words, gVp(P’) f 1 (mod p”+ ‘) so (9) holds for a + 1 
if it holds for a. This completes the proof of Lemma 2 and also of Theorem 
10.6. 0 

10.7 The existence of primitive roots mod 2p” 

Theorem 10.7 Zf p is an odd prime and a 2 1 there exist odd primitive roots 
g modulo p”. Each such g is also a primitive root modulo 2~“. 

PROOF. If g is a primitive root modulo pa so is g + pa. But one of g or g + pa 
is odd so odd primitive roots mod pa always exist. Let g be an odd primitive 
root mod pa and let f be the exponent of g mod 2~“. We wish to show that 
f = (~(2~7. Now f Iv(~P”), and 442~“) = cp(2)cpW) = cp(P”) so f I cp(P”). On 
the other hand, g/ = 1 (mod 2~“) so gf = 1 (mod p”), hence cp(p”)l f since 
g is a primitive root mod pa. Thereforef = cp(p”) = (~(2~7, so g is a primitive 
root mod 2~“. Cl 
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10.8 The nonexistence of primitive roots in 
the remaining cases 

Theorem 10.8 Given m 2 1 where m is not of the form m = 1,2,4, pa, or 2p”, 
where p is an odd prime. Then for any a with (a, m) = 1 we have 

a+‘(m)‘2 - 1 (mod m), 

so there are no primitive roots mod m. 

PROOF. We have already shown that there are no primitive roots mod 2” 
if CI 2 3. Therefore we can suppose that m has the factorization 

m = yplal . . . psdp 

where the pi are odd primes, s 2 1, and CI 2 0. Since m is not of the form 
1,2,4,p”or2pawehavecr22ifs=1ands22ifcr=Oor1.Notethat 

cp(m) = cp(W~h”‘) . . . cp(P,“9. 

Now let a be any integer relatively prime to m. We wish to prove that 

a’P(m)‘2 E 1 (mod m). 

Let g be a primitive root mod pIa’ and choose k so that 

a E g“ (mod pIal). 

Then we have 

(10) arpw2 = -9 Wm)/2 E 9 f4’(Pla’) (mod plW) 

where 

t = kq(T)cp(p,““) . . . (p(p,““)/2. 

We will show that t is an integer. If c( 2 2 the factor (~(2’) is even and hence 
t is an integer. If a = 0 or 1 then s 2 2 and the factor cp(p2”‘) is even, so t is an 
integer in this case as well. Hence congruence (10) gives us 

arp(m)i2 E 1 (mod plbl). 

In the same way we find 

(11) a@‘(m)/2 s 1 (mod piai) 

foreachi = 1,2,... , s. Now we show that this congruence also holds mod 2”. 
If o! 2 3 the condition (a, m) = 1 requires a to be odd and we may apply 
Theorem 10.3 to write 

a+‘(2’)‘2 E 1 (mod 2”). 
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10: Primitive roots 

Since (~(2”) 1 q(m) this gives us 

(12) &‘(‘“)lz E 1 (mod 2’) 

for a 2 3. 
Ifa I 2wehave 

(13) cP’(~“) = 1 (mod 2”). 

But s 2 1 so q(m) = rp(2”)4$pl”) . + . cp(p,“‘) = 2rq(2”) where Y is an integer. 
Hence q(2’) 1 (p(m)/2 and (13) implies (12) for a I 2. Hence (12) holds for all c(. 
Multiplying together the congruences (11) and (12) we obtain 

LP(‘“)‘~ - 1 (mod m), 

and this shows that a cannot be a primitive root mod m. 0 

10.9 The number of primitive roots mod m 

We have shown that an integer m 2 1 has a primitive root if and only if 

m == 1,2,4,p”or2p”, 

where p is an odd prime and s1 2 1. The next theorem tells us how many 
primitive roots exist for each such m. 

Theorem 10.9 Zf m has a primitive root g then m has exactly cp(q(m)) incongruent 
primitive roots and they are given by the numbers in the set 

S= {g”:l <:n<cp(m),and(n,cp(m))= l}. 

hooF. We have exp,(g) = q(m), and Lemma 1 shows that exp,(g”) = exp,(g) 
if and only if (n, q(m)) = 1. Therefore each element of S is a primitive root 
mod m. 

Conversely, if a is a primitive root mod m, then a z gk (mod m) for some 
k = 1,2,..., q(m). Hence exp,(gk) = exp,(u) = q(m), and Lemma 1 implies 
(k, q(m)) = 1. Therefore every primitive root is a member of S. Since S 
contains cp(cp(m)) incongruent members mod m the proof is complete. Cl 

Although we have shown the existence of primitive roots for certain 
moduli, no direct method is known for calculating these roots in general 
without a great deal of computation, especially for large moduli. Let g(p) 
denote the smallest primitive root mod p. Table 10.1 lists g(p) for all odd 
primes p < 1000. 
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10.10 : The index calculus 

Table 10.1 g(p) is the smallest primitive root of the prime p 

P to) P g(P) P cl(P) 

2 1 109 6 269 2 
3 2 113 3 271 6 
5 2 127 3 277 5 
7 3 131 2 281 3 

11 2 137 3 283 3 

P c?(P) 

439 
443 
449 
457 
461 

13 2 139 2 293 2 463 
17 3 149 2 307 5 467 
19 2 151 6 311 17 479 
23 5 157 5 313 10 487 
29 2 163 2 317 2 491 

31 3 167 5 331 3 499 
37 2 173 2 337 10 503 
41 6 179 2 347 2 509 
43 3 181 2 349 2 521 
47 5 191 19 353 3 523 

53 2 193 5 359 7 541 
59 2 197 2 367 6 547 

61 2 199 3 373 2 557 
67 2 211 2 379 2 563 
71 7 223 3 383 5 569 

73 5 227 2 389 2 571 
79 3 229 6 397 5 577 
83 2 233 3 401 3 587 
89 3 239 7 409 21 593 
97 5 241 7 419 2 599 

101 2 251 6 421 2 601 
103 5 257 3 431 7 607 
107 2 263 5 433 5 613 

15 
2 
3 

13 
2 

3 
2 

13 
3 
2 

7 
5 
2 
3 
2 

2 
2 
2 
2 
3 

3 
5 
2 
3 
7 

7 
3 
2 

P g(P) P cl(P) 

617 3 811 3 
619 2 821 2 
631 3 823 3 
641 3 827 2 
643 11 829 2 

647 5 839 11 
653 2 853 2 
659 2 857 3 
661 2 859 2 
673 5 863 5 

677 2 877 2 
683 5 881 3 
691 3 883 2 
701 2 887 5 
709 2 907 2 

719 11 911 17 
727 5 919 7 
733 6 929 3 
739 3 937 5 
743 5 941 2 

751 3 947 2 
757 2 953 3 
761 6 967 5 
769 11 971 6 
773 2 977 3 

787 2 
797 2 
809 3 

983 5 
997 7 

10.10 The index calculus 
If m has a primitive root g the numbers 1, g, g2, . . . , gq@- ’ form a reduced 

residue system mod m. If (a, m) = 1 there is a unique integer k in the interval 

0 I k I q(m) - 1 such that 

a = gk (mod m). 

This integer is called the index of a to the base g (mod m), and we write 

k = ind, a 

or simply k = ind a if the base g is understood. 
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L 10: Primitive roots 

The following theorem shows that indices have properties analogous to 
those of logarithms. The proof is left as an exercise for the reader. 

Theorem 10.10 Let g be a primitive root mod m. If@, m) = (b, m) = 1 we have 

(a) ind(ab) = ind a + ind b (mod q(m)). 
(b) ind a” z n ind a (mod q(m)) if n 2 1. 
(c) indl=O and indg=:l. 
(d) ind( - 1) = (p(m)/2 if m > 2. 
(e) If g’ is also a primitive root mod m then 

ind, a G ind,. a. ind, g’ (mod q(m)). 

Table 10.2 on pp. 216-217 lists indices for all numbers a f 0 (mod p) and 
all odd primes p < 50. The base g is the smallest primitive root of p. 

The following examples illustrate the use of indices in solving congruences. 

EXAMPLE 1 Linear congruences. Assume m has a primitive root and let 
(a, m) = (b, m) = 1. Then the linear congruence 

(14) ux = b (mod m) 

is equivalent to the congruence 

ind a + ind x E ind b (mod q(m)), 

so the unique solution of (14) satisfies the congruence 

ind x = ind b - ind a (mod q(m)). 

To treat a numerical exampl.e, consider the linear congruence 

9x E 13 (mod 47). 

The corresponding index relation is 

ind x = ind 13 - ind 9 (mod 46). 

From Table 10.2 we find ind 13 = 11 and ind 9 = 40 (for p = 47), so 

ind x z 11 - 40 = -29 E 17 (mod 46). 

Again from Table 10.2 we find x E 38 (mod 47). 

EXAMPLE 2 Binomial congruences. A congruence of the form 

x” = a (mod m) 

is called a binomial congruence. If m has a primitive root and if (a, m) = 1 
this is equivalent to the congruence 

n ind x = ind a (mod q(m)), 

214 



10.10 : The index calculus 

which is linear in the unknown ind x. As such, it has a solution if, and only if, 
ind a is divisible by d = (n, q(m)), in which case it has exactly d solutions. 

To illustrate with a numerical example, consider the binomial congruence 

(15) x8 E a (mod 17). 

The corresponding index relation is 

(16) 8 ind x = ind a (mod 16). 

In this example d = (8, 16) = 8. Table 10.2 shows that 1 and 16 are the only 
numbers mod 17 whose index is divisible by 8. In fact, ind 1 = 0 and ind 16 = 
8. Hence (15) has no solutions if a $ 1 or a f 16 (mod 17). 

For a = 1 congruence (16) becomes 

(17) 8 ind x = 0 (mod 16), 

and for a = 16 it becomes 

(18) 8 ind x z 8 (mod 16). 

Each of these has exactly eight solutions mod 16. The solutions of (17) are 
those x whose index is even, 

x E 1, 2,4, 8, 9, 13, 15, 16 (mod 17). 

These, of course, are the quadratic residues of 17. The solutions of (18) are 
those x whose index is odd, the quadratic nonresidues of 17, 

x = 3, 5, 6, 7, 10, 11, 12, 14 (mod 17). 

EXAMPLE 3 Exponential congruences. An exponential congruence is one of 
the form 

ux = b (mod m). 

If m has a primitive root and if (a, m) = (b, m) = 1 this is equivalent to 
the linear congruence 

(19) x ind a s ind b (mod p(m)). 

Let d = (ind a, cp(m)). Then (19) has a solution if, and only if, d 1 ind b, in 
which case there are exactly d solutions. In the numerical example 

(20) 25” = 17 (mod 47) 

we have ind 25 = 2, ind 17 = 16, and d = (2, 46) = 2. Therefore (19) 
becomes 

2x - 16 (mod 46), 

with two solutions, x = 8 and 31 (mod 46). These are also the solutions of 
(20) mod 47. 
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Table 10.2 Indices of all numbers a f 0 (mod p) for odd primes p < 50. The base g is the smallest primitive 
root of p. 

a 

1 I 2 
3 
4 
5 

6 
I 
8 
9 
10 

1 

11 
12 
13 
14 
15 

Primes 
3 5 7 11 13 17 19 23 29 31 31 41 43 41 

0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1 1 2 1 1 14 1 2 1 24 1 26 21 18 

3 1 8 4 1 13 16 5 1 26 15 1 20 
2 4 2 2 12 2 4 2 18 2 12 12 36 

5 4 9 5 16 1 22 20 23 22 25 1 

3 9 5 15 14 18 6 25 21 1 28 38 
7 11 11 6 19 12 28 32 39 35 32 
3 3 10 3 6 3 12 3 38 39 8 
6 8 2 8 10 10 2 16 30 2 40 
5 10 3 17 3 23 14 24 8 10 19 

I 7 12 9 25 23 30 3 30 7 
6 13 15 20 I 19 28 21 13 10 

4 5 14 18 11 11 31 32 11 
9 I 21 13 22 33 25 20 4 
6 11 17 21 21 13 31 26 21 

16 8 4 8 4 6 4 24 24 26 
17 10 7 21 7 7 33 38 16 
18 9 12 11 26 17 16 29 12 
19 15 9 4 35 9 19 45 
20 5 24 8 25 34 37 37 



21 13 17 29 22 14 36 6 
22 11 26 17 31 29 15 25 
23 20 27 15 36 16 5 
24 8 13 29 13 40 28 
25 16 10 10 4 8 2 

19 5 12 17 17 29 
15 3 6 5 3 14 
14 16 34 11 5 22 

9 21 7 41 35 
15 14 23 11 39 

31 9 28 34 3 
32 5 10 9 44 
33 20 18 31 27 
34 8 19 23 34 
35 19 21 18 33 

18 2 14 30 
32 7 42 
35 4 17 

6 33 31 
20 22 9 

41 6 15 
42 21 24 
43 13 
44 43 
45 41 

N 46 23 
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10: Primitive roots 

10.11 Primitive roots and Dirichlet characters 

Primitive roots and indices can be used to construct explicitly all the Dirichlet 
characters mod M. First we consider a prime power modulus p”, where p is 
an odd prime and a 2 1. 

Let g be a primitive root mod p which is also a primitive root mod pB 
for all B 2 1. Such a g exists by Theorem 10.6. If (n, p) = 1 let b(n) = ind, n 
(mod p”), so that b(n) is the unique integer satisfying the conditions 

n E gb(n) (mod p”), 0 I b(n) < cp(p”). 

For h = 0, 1,2, . . . , cp(p”) - 1, define Xh by the relations 

(21) xh(n) = 

‘e2nihb(n)/g(pa) 

i. 

if p k n, 

0 if pin. 

Using the properties of indices it is easy to verify that xh is completely 
multiplicative and periodic with period pa, so x,, is a Dirichlet character 
mod pa, with x0 being the principal character. This verification is left as an 
exercise for the reader. 

Since 

the characters x0, x1, . . . , x+,(~+~ are distinct because they take distinct 
values at g. Therefore, since there are cp(p”) such functions they represent 
all the Dirichlet characters mod p”. The same construction works for the 
modulus 2” if CY = 1 or a = 2, using g = 3 as the primitive root. 

Now if m = pl’l . . . p,“‘, where the pi are distinct odd primes, and if Xi is a 
Dirichlet character mod pFi, then the product x = x1 . . . xI is a Dirichlet 
character mod m. Since cp(m) = cp(pl*‘) . . . ~p(p,“~) we get cp(m) such characters 
as each xi runs through the cp(pi”‘) characters mod piai. Thus we have ex- 
plicitly constructed all characters mod m for every odd modulus m. 

If a 2 3 the modulus 2” has no primitive root and a slightly different 
construction is needed to obtain the characters mod 2”. The following 
theorem shows that 5 is a good substitute for a primitive root mod 2”. 

Theorem 10.11 Assume a 2 3. Then for every odd integer n there is a uniquely 
determined integer b(n) such that 

nz(-1) - (” 1)‘25b(n) (mod 2’9, with 1 I b(n) I (p(2”)/2. 

PROOF. Let f = exp,,(5) so that 5/ = 1 (mod 2”). We will show that f = 
rp(2”)/2. Nowf 11742”) = 2”- i, sof = 2s for some /I I a - 1. From Theorem 
10.8 we know that 

54’(2”)‘2 E 1 (mod 27, 
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10.11 : Primitive roots and Dirichlet characters 

hence f < (p(2”)/2 = 2”-2. Therefore p I c1 - 2. We will show that p = 
a - 2. 

Raise both members of the equation 5 = 1 + 2’ to thef = 2s power to 
obtain 

5f zz (1 + 2728 = 1 + p+2 + r2fi+3 = 1 + 2fi+71 + 2r) 

where r is an integer. Hence 5f - 1 = 28+2t where t is odd. But 2” 1(5f - 1) 
so a I /? + 2, or p 2 a - 2. Hence /I = a - 2 and f = 2”-’ = (p(2”)/2. 
Therefore the numbers 

(22) 5, 52,. .I ) 5f 

are incongruent mod 2”. Also each is z 1 (mod 4) since 5 = 1 (mod 4). 
Similarly, the numbers 

(23) -5, -52,..., -51 

are incongruent mod 2” and each is 3 3 (mod 4) since - 5 z 3 (mod 4). 
There are 2f = (~(2”) numbers in (22) and (23) together. Moreover, we cannot 
have 5” = - 5b (mod 2”) because this would imply 1 z - 1 (mod 4). 
Hence the numbers in (22) together with those in (23) represent (~(2”) in- 
congruent odd numbers mod 2”. Each odd n z 1 (mod 4) is congruent 
mod 2” to one of the numbers in (22), and each odd n = 3 (mod 4) is con- 
gruent to one in (23). This proves the theorem. cl 

With the help of Theorem 10.11 we can construct all the characters 
mod 2” if a 2 3. Let 

f(n) = 
( - l)(“- 1)/2 if n is odd, 
o if n is even, 

and let 

g(n) = 
e2nib(n)/2a-2 if n is odd, 
o if n is even, 

where b(n) is the integer given by Theorem 10.11. Then it is easy to verify 
that each off and g is a character mod 2”. So is each product 

(25) xa,c(4 = fWdn)c 

wherea = 1,2andc = 1,2,. . . , (p(2’)/2. Moreover these (~(2”) characters are 
distinct so they represent all the characters mod 2”. 

Now if m = 2”Q where Q is odd, we form the products x = x1x2 where 
x1 runs through the (~(2”) characters mod 2” and x2 runs through the q(Q) 
characters mod Q to obtain all the characters mod m. 
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10.12 Real-valued Dirichlet characters 
mod p” 

If x is a real-valued Dirichlet character mod m and (n, m) = 1, the number 
x(n) is both a root of unity and real, so x(n) = f 1. From the construction 
in the foregoing section we can determine all real Dirichlet characters 
mod p”. 

Theorem 10.12 For an odd prime p and a 2 1, consider the cp(p”) Dirichlet 
characters xh mod pa given by (21). Then Xh is real if, and only if, h = 0 
or h = (p(p”)/2. Hence there are exactly two real characters mod pa. 

PROOF. We have eniz = + 1 if, and only if, z is an integer. If p ,j’ n we have 

so Xh(n) = + 1 if, and only if, (pw) jUb(n). This condition is satisfied for all 
n ifh = 0 or if h = (p(p”)/2. Conversely, if cp(p”)lUb(n) for all n then when 
b(n) = 1 we have q(p”)(2h or cp(p”)/2( h. Hence h = 0 or h = (p(p”)/2 since 
these are the only multiples of (p(p”)/2 less than cp(p”). Cl 

Note. The character corresponding to h = 0 is the principal character. 
When a = 1 the quadratic character x(n) = (nip) is the only other real 
character mod p. 

For the moduli m = 1, 2 and 4, all the Dirichlet characters are real. 
The next theorem describes the real characters mod 2” when a 2 3. 

Theorem 10.13 If a 2 3, consider the ~(2”) Dirichlet characters x.,~ mod 2” 
given by (25). Then xll,f is real if, and only if, c = (p(2’)/2 or c = (p(2”)/4. 
Hence there are exactly four real characters mod 2” if a 2 3. 

PROOF. If a 2 3 and n is odd we have, by (25), 

x,,,.(n) = fWs(n) 

wheref(n) = &- 1 and 

g(n)’ = e Znicb(n)/Z”-2 
3 

with 1 I c I 2”-2. This is &l if, and only if, 2”-212cb(n), or 2”-31cb(n). 
Since ~(2”) = 2”-’ this condition is satisfied if c = 40(2”)/2 = 2”-2 or if 
c = (p(2”)/4 = 2”-3. Conversely, if 2”-3 ) cb(n) for all n then b(n) = 1 requires 
2a-31~ so c = 2”-3 or 2”-2 since 1 I c I 2”-2. 0 
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10.13 Primitive Dirichlet characters mod pa 

In Theorem 8.14 we proved that every nonprincipal character x mod p 
is primitive if p is prime. Now we determine all the primitive Dirichlet 
characters mod p’. 

We recall (Section 8.7) that x is primitive mod k if, and only if, x has no 
induced modulus d < k. An induced modulus is a divisor d of k such that 

x(n) = 1 whenever (n, k) = 1 and n - 1 (mod d). 

If k = p” and 2 is imprimitive mod pa then one of the divisors 1, p, . . . , pa- ’ 
is an induced modulus, and hence pa-’ is an induced modulus. Therefore, 
x is primitive mod pa if, and only if, pa-’ is not an induced modulus for x. 

Theorem 10.14 For an odd prime p and c( 2 2, consider the cp(p”) Dirichlet 
characters Xh mod pa given by (21). Then Xh is primitive mod p” if, and 
only if, p ,/’ h. 

PROOF. We will show that pa-’ is an induced modulus if, and only if, p 1 h. 
If p ,j’n we have, by (21), 

xh(fl) = e ~~iW~)l&~~) 

where n z gb(“) (mod p”) and g is a primitive’ root mod pp for all /-I 2 1. 
Therefore 

9 b(n) E n (mod pa- ‘). 

Now if n = 1 (mod pa- ‘) then gb(“) = 1 (mod pa- ‘) and, since g is a primitive 
root of p’- ‘, we have cp(p”- ‘) 1 b(n), or 

b(n) = tcp(p”- ‘) = tcp(p”)/p 

for some integer t. Therefore 

Xh(n) = e2rihtlp. 

If p 1 h this equals 1 and hence Xh is imprimitive mod p”. If p ,j’ h take n = 
1 + pa-‘. Then n E 1 (mod pa- ‘) but n f 1 (mod p”) so 0 < b(n) < cp(p”). 
Therefore p ,j’ t, p J’ ht and X,,(n) # 1. This shows that Xh is primitive if p ,j’ h. 

Cl 

When m = 1 or 2, there is only one character x mod m, the principal 
character. If m = 4 there are two characters mod 4, the principal character 
and the primitive characterf given by (24). The next theorem describes all 
the primitive characters mod 2” for c1 2 3. The proof is similar to that of 
Theorem 10.14 and is left to the reader. 

Theorem 10.15 If a 2 3, consider the 442”) Dirichlet characters x,,~ mod 2” 
given by (25). Then x=,~ is primitive mod 2” if, and only if, c is odd. 
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The foregoing results describe all primitive characters mod pa for all 
prime powers. To determine the primitive characters for a composite modulus 
k we write 

k := pl=’ . . . p*il’. 

Then every character x mod k can be factored in the form 

I !  = Xl . . . XI 

where each xi is a character mod pini. Moreover, by Exercise 8.12, x is primi- 
tive mod k if, and only if, each ;Y:~ is primitive mod pi”‘. Therefore we have a 
complete description of all primitive characters mod k. 

Exercises for Chapter 10 

1. Prove that m is prime if and only if exp,(a) = m - 1 for some a. 

2. If (a, m) = (h, m) = 1 and if (exp&), exp,(b)) = 1, prove that 

ewA4 = ewA4w,W 

3. Let g be a primitive root of an odd prime p. Prove that -g is also a primitive root 
of p if p = 1 (mod 4), but that exp,( -9) = (p - 1)/2 if p = 3 (mod 4). 

4. (a) Prove that 3 is a primitive root mod p if p is a prime of the form 2” + 1, n > 1. 
(b) Prove that 2 is a primitive root mod p if p is a prime of the form 4q + 1, where q 

is an odd prime. 

5. Let m > 2 be an integer having a primitive root, and let (a, m) = 1. We write aRm if 
there exists an x such that a = x2 (mod m). Prove that: 

(a) aRm if, and only if, arp("')'* E 1 (mod m). 
(b) If aRm the congruence x2 = a (mod m) has exactly two solutions. 
(c) There are exactly q(m)/2 integers a, incongruent mod m, such that (a, m) = 1 

and aRm. 

6. Assume m > 2, (a, m) = 1, aRm. Prove that the congruence x2 = a (mod m) has 
exactly two solutions if, and only if, m has a primitive root. 

7. Let S,(p) = CnZ: k”, where p is an odd prime and n > 1. Prove that 

UP) = 
{ 

0 (modp) ifnf0 (modp- l), 

- 1 (mod p) if n E 0 (mod p - 1). 

1 8. Prove that the sum of the primitive roots mod p is congruent to p(p - 1) mod p. 

9. If p is an odd prime > 3 prove that the product of the primitive roots mod p is 
congruent to 1 mod p. 

10. Let p be an odd prime of the form 22k + 1. Prove that the set of primitive roots 
mod p is equal to the set of quadratic nonresidues mod p. Use this result to prove 
that 7 is a primitive root of every such prime. 
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Exercises for Chapter 10 

11. Assume d ( q(m). If d = exp,(a) we say that a is a primitive root of the congruence 

xd = 1 (mod m). 

Prove that if the congruence 

Pcrn) = 1 (mod m) 

has a primitive root then it has &p(m)) primitive roots, incongruent mod m. 

12. Prove the properties of indices described in Theorem 10.10. 

13. Let p be an odd prime. If (h, p) = 1 let 

S(h) = {h”: 1 < n I cp(p - l), (n, p - 1) = 1). 

If h is a primitive root of p the numbers in the set S(h) are distinct mod p (they are, 
in fact, the primitive roots of p). Prove that there is an integer h, not a primitive root 
of p, such that the numbers in S(h) are distinct mod p if, and only if, p = 3 (mod 4). 

14. If m > 1 let pl, . . . . pk be the distinct prime divisors of cp(m). If (g, m) = 1 prove 
that g is a primitive root of m if, and only if, g does not satisfy any of the congruences 
gqp(m)ipg = 1 (mod m) for i = 1, 2, . . . , k. 

15. The prime p = 71 has 7 as a primitive root. Find all primitive roots of 71 and also 
find a primitive root for p2 and for 2~‘. 

16. Solve each of the following congruences: 

(a) 8x = 7 (mod 43). 
(b) x8 = 17 (mod 43). 
(c) 8” = 3 (mod 43). 

17. Let q be an odd prime and suppose that p = 4q + 1 is also prime. 

(a) Prove that the congruence x2 = - 1 (mod p) has exactly two solutions, each 
of which is quadratic nonresidue of p. 

(b) Prove that every quadratic nonresidue of p is a primitive root of p, with the 
exception of the two nonresidues in (a). 

(c) Find all the primitive roots of 29. 

18. (Extension of Exercise 17.) Let q be an odd prime and suppose that p = 2”q + 1 is 
prime. Prove that every quadratic nonresidue a of p is a primitive root of p if 
u*” f 1 (mod p). 

19. Prove that there are only two real primitive characters mod 8 and make a table 
showing their values. 

24). Let x be a real primitive character mod m. If m is not a power of 2 prove that m has 
the form 

m = 2”p, . . . p, 

where the pi are distinct odd primes and CI = 0,2, or 3. If o! = 0 show that 

x(-l) = ,(-,,(p-l)/* 
plm 

and find a corresponding formula for x( - 1) when CL = 2. 
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11 Dirichlet Series and 
Euler Products 

11.1 Introduction 

In 1737 Euler proved Euclid’s theorem on the existence of infinitely many 
primes by showing that the series c p- ‘, extended over all primes, diverges. 
He deduced this from the fact that the zeta function T(s), given by 

for real s > 1, tends to cc as s --* 1. In 1837 Dirichlet proved his celebrated 
theorem on primes in arithmetical progressions by studying the series 

(2) L(s, x) = f 9 
n=l 

where x is a Dirichlet character and s > 1. 
The series in (1) and (2) are examples of series of the form 

(3) 

wheref(n) is an arithmetical function. These are called Dirichlet series with 
coefficients f(n). They constitute one of the most useful tools in analytic 
number theory. 

This chapter studies general properties of Dirichlet series. The next 
chapter makes a more detailed study of the Riemann zeta function C(s) and 
the Dirichlet L-functions L(s, x). 
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11.2: The half-plane of absolute convergence of a Dirichlet series 

Notation Following Riemann, we let s be a complex variable and write 

s = Q + it, 

where Q and t are real. Then nS = es log” = e’“+“““~” = naeir log”. This 
shows that Ins1 = n” since leiel = 1 for real 8. 

The set of points s = cr + it such that o > a is called a half-plane. We will 
show that for each Dirichlet series there is a half-plane cr > gC in which the 
series converges, and another half-plane cr > a, in which it converges 
absolutely. We will also show that in the half-plane of convergence the series 
represents an analytic function of the complex variable s. 

11.2 The half-plane of absolute convergence 
of a Dirichlet series 

First we note that if r~ 2 a we have InSI = nb 2 n” hence 

I I 
f(n) < If( -. 

if - n” 

Therefore, if a Dirichlet series 1 f(n)n-’ converges absolutely for s = a + ib, 
then by the comparison test it also converges absolutely for all s with cr 2 a. 
This observation implies the following theorem. 

Theorem 11.1 Suppose the series c ( f(n)n-“I does not converge for all s or 
diverge for all s. Then there exists a real number oa, culled the abscissa of 
absolute convergence, such that the series 1 f (n)n-’ converges absolutely 
if o > (r,, but does not converge absolutely if cs < a,,. 

PROOF. Let D be the set of all real (r such that c 1 f (n)n-‘1 diverges. D is not 
empty because the series does not converge for all s, and D is bounded above 
because the series does not diverge for all s. Therefore D has a least upper 
bound which we call cr,. If Q < a, then Q E D, otherwise cr would be an upper 
bound for D smaller than the least upper bound. If o > CJ. then D $ D since 
o, is an upper bound for D. This proves the theorem. 0 

Note. If 1 I f(n)n-“1 converges everywhere we define ca = -co. If the 
series C If (n)n-‘1 converges nowhere we define o’. = + co. 

EXAMPLE 1 Riemann zeta function. The Dirichlet series I.“= 1 n-’ converges 
absolutely for cr > 1. When s = 1 the series diverges, so CT, = 1. The sum 
of this series is denoted by c(s) and is called the Riemann zeta function. 

EXAMPLE 2 If f is bounded, say 1 f(n) 1 I A4 for all n 2 1, then c f (n)n-’ 
converges absolutely for Q > 1, so 0. I 1. In particular if x is a Dirichlet 
character the L-series L(s, x) = 2 x(n)n-’ converges absolutely for g > 1. 
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11 : Dirichlet series and Euler produets 

EXAMPLE 3 The series c n”n-’ diverges for every s so o. = + co. 

EXAMPLE 4 The series 1 rr-“n-’ converges absolutely for every s so o, = - co. 

11.3 The function defined by a Dirichlet 
series 

Assume that 1 f(n)n-’ converges absolutely for r~ > rro and let F(s) denote 
the sum function 

(4) 

This section derives some properties of F(s). First we prove the following 
lemma. 

Lemma 1 Zf N 2 1 and 0 2 c > fra we have 

PROOF. We have 

The next theorem describes the behavior of F(s) as (T + + co. 

Theorem 11.2 Zf F(s) is given by (4), then 

lim F(a + it) = f(1) 
U-+x, 

uniformly for - co < t < + ccl. 

PROOF. Since F(s) = f(1) + cz=, f(n)nes we need only prove that the 
second term tends to 0 as 0 + + co. Choose c > cr, . Then for cr 2 c the lemma 
implies 

where A is independent of a and t. Since A/2” + 0 as a + + 00 this proves 
the theorem. 0 
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11.3 : The function defined by a Dirichlet series 

We prove next that all the coefficients are uniquely determined by the 
sum function. 

Theorem 11.3 Uniqueness theorem. Given two Dirichlet series 

F(s) = f f(n) 
n=l ns 

andG(s)= f @, 
n=l ns 

both absolutely convergentfor o > oa. If F(s) = G(s)for each s in an infinite 
sequence {sk} such that ok + + co as k + co, then f(n) = g(n)for euery n. 

PROOF. Let h(n) = f(n) - g(n) and let H(s) = F(s) - G(s). Then H(sJ = 0 
for each k. To prove that h(n) = 0 for all n we assume that h(n) # 0 for some n 
and obtain a contradiction. 

Let N be the smallest integer for which h(n) # 0. Then 

.,s)=“~N!$L!g+ f h(n), 
n=~+l n 

Hence 

h(N) = NW(s) - N” f h(n). 
n=N+l ns 

Putting s = sk we have H(sk) = 0 hence 

h(N) = -N”’ ‘f h(n)n-“k. 
n=N+l 

Choose k so that ok > c where c > o,. Then Lemma 1 implies 

Ih( I N”*(N + l)-(uk-c) “E$+Ilh(n)ln-c = 

where A is independent of k. Letting k + co we find (N/(N + 1))“L + 0 so 
h(N) = 0, a contradiction. cl 

The uniqueness theorem implies the existence of a half-plane in which 
a Dirichlet series does not vanish (unless, of course, the series vanishes 
identically). 

Theorem 11.4 Let F(s) = 1 f(n)n-” and assume that F(s) # 0 for some s with 
a > aa. Then there is a half-plane o > c 2 o. in which F(s) is never zero. 

PROOF. Assume no such half-plane exists. Then for every k = 1, 2, . . . there 
is a point sk with crk > k such that F(sJ = 0. Since (TV + + cc as k + 00 the 
uniqueness theorem shows thatf (n) = 0 for all n, contradicting the hypothesis 
that F(s) # 0 for some s. cl 
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11: Dirichlet series and Euler products 

11.4 Multiplication of Dirichlet series 

The next theorem relates products of Dirichlet series with the Dirichlet 
convolution of their coefficients. 

Theorem 11.5 Given twofunctions F(s) and G(s) represented by Dirichlet series, 

F(s) = fj fO for 0 > a 
n=l nS 

> 

and 

m s(n) G(s) = 1 s for o > b. 
n=l n 

Then in the half-plane where both series converge absolutely we have 

(5) F(s)G(s) = f h(n), 
n=l ns 

where h = f * g, the Dirichlet convolution off and g: 

Conversely, ifF(s)G(s) = c a(n)n-‘for all s in a sequence {sk} with ok -+ + co 
as k -+ co then a = f * g. 

PROOF. For any s for which both series converge absolutely we have 

FW(s) = $If (n)n-Sm$Ig(m)m-S = f f f (n)g(m)(mn)-‘. 
n=lm=l 

Because of absolute convergence we can multiply these series together and 
rearrange the terms in any way we please without altering the sum. Collect 
together those terms for which mn is constant, say mn = k. The possible values 
ofkare1,2,...,hence 

WW = $~~J+M4)-’ = $~(k)k-” 

where h(k) = xntnck f (n)g(m) = (f * g)(k). This proves the first assertion, 
and the second follows from the uniqueness theorem. Cl 

EXAMPLE 1 Both series 1 n-’ and c p(n)n-” converge absolutely for 0 > 1. 
Taking f (n) = 1 and g(n) = p(n) in (5) we find h(n) = [l/n], so 

((s)f !!f@= 1 ifo> 1. 
n=l nS 
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11.4: Multiplication of Dirichlet series 

In particular, this shows that i(s) # 0 for cr > 1 and that 

EXAMPLE 2 More generally, assume f( 1) # 0 and let g = f-i, the Dirichlet 
inverse off. Then in any half-plane where both series F(s) = 1 ,f(n)n-” and 
G(s) = c g(n)n- ’ converge absolutely we have F(s) # 0 and G(s) = l/F(s). 

EXAMPLE 3 Assume F(s) = 1 f(n)n-” converges absolutely for d > go. If 
f is completely multiplicative we havef - ‘(n) = &)f(n). Since 1 f - l(n)1 I 
1 f(n) 1 the series 1 &)f(n)n-” a so converges absolutely for 0 > era and we 1 
have 

O” PM-(4 1 -;I;-=& ifo>a,. 
n=l 

In particular for every Dirichlet character x we have 

m AMn) 1 cyp-=- Lb, xl ifa > 1. 
n=l 

EXAMPLE 4 Take f(n) = 1 and g(n) = q(n), Euler’s totient. Since q(n) < n 
the series 1 cp(n)n W-S converges absolutely for a > 2. Also, h(n) = Lln q(d) 
= n so (5) gives us 

Qs) f co(n) = “zl a = [(s - 1) if a > 2. 
n=l ns 

Therefore 

jr?=? ifa>2. 

EXAJWLE 5 Take f(n) = 1 and g(n) = n’. Then h(n) = zln d” = a,(n), and 
(5) gives us 

[(s)[(s - a) = f y if a > max{l, 1 + Re(a)}. 
n=l 

EXAMPLE 6 Takef(n) = 1 and g(n) = A(n), Liouville’s function. Then 

h(n) = 1 A(d) = 
1 if n = m* for some m, 

din 
0 otherwise 3 

so (5) gives us 
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11: Dirichlet series and Euler products 

Hence 

11.5 Euler products 

The next theorem, discovered by Euler in 1737, is sometimes called the 
analytic version of the fundamental theorem of arithmetic. 

Theorem 11.6 Let f be a multiplicative arithmeticalfunction such that the series 
1 f(n) is absolutely convergent. Then the sum of the series can be expressed 
as an absolutely convergent infinite product, 

(6) “Elf (4 = n u + f (PI + f V) + . ..I 
11 

extended over all primes. If f is completely multiplicative, the product 
simplifies and we have 

Note. In each case the product is called the Euler product of the series. 

PROOF. Consider the finite product 

P(x) = nil + f(P) + f (P’) + . . .> 
PSX 

extended over all primes p I x. Since this is the product of a finite number 
of absolutely convergent series we can multiply the series and rearrange 
the terms in any fashion without altering the sum. A typical term is of the 
form 

f (Pl”‘)f (P2”? . . . f (P,“‘) = f f.P1a’P2a* . . . P?) 

since f is multiplicative. By the fundamental theorem of arithmetic we can 
write 

fW = 1 f(n) 
IlEA 

where A consists of those n having all their prime factors 5 x. Therefore 

n$If (4 - p(x) = nTBf (n), 

where B is the set of n having at least one prime factor >x. Therefore 

As x -+ co the last sum on the right --) 0 since 11 f(n) 1 is convergent. Hence 
P(x) -+ 1 f(n) as x -+ co. 
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11.5 : Euler products 

Now an infinite product of the form n (1 + a,) converges absolutely 
whenever the corresponding series 1 a, converges absolutely. In this case 
we have 

p;xl f-w + a21 + . . .I< ~(lf(P)I+l/(P2)1+...)s”~~lJ(n)l. 
PSX 

Since all the partial sums are bounded, the series of positive terms 

1 I m + f(P2) + . . . I 
P 

converges, and this implies absolute convergence of the product in (6). 
Finally, when f is completely multiplicative we have f(p”) = f(p)” and 

each series on the right of (6) is a convergent geometric series with sum 
(1 - mr’. 0 

Applying Theorem 11.6 to absolutely convergent Dirichlet series we 
immediately obtain : 

Theorem 11.7 Assume 1 f(n)nvs converges absolutely for o > on. Iff is 
multiplicative we have 

and iff is completely multiplicative we have 

It should be noted that the general term of the product in (8) is the Bell 
seriesf,(x) of the functionfwith x = p-‘. (See Section 2.16.) 

EXAMPLES Takingf(n) = 1, p(n), q(n), a,(n), L(n) and x(n), respectively, we 
obtain the following Euler products : 
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11: Dirichlet series and Euler products 

Note. If x = xi, the principal character mod k, then xi(p) = 0 if plk 
and xi(p) = 1 if p ,l’ k, so the Euler product for L(s, xi) becomes 

1 L(s, Xl) = n ___ = 
PXk 1 - P-” 

I-I l ____. n (1 - p-“) = i(s) n (1 - p+). 
p 1 - P-’ plk Plk 

Thus the L-function L(s, xi) is equal to the zeta function i(s) multiplied by a 
finite number of factors. 

11.6 The half-plane of convergence of a 
Dirichlet series 

To prove the existence of a half-plane of convergence we use the following 
lemma. 

Lemma 2 Let so = (r. + it, and assume that the Dirichlet series 1 f(n)n-so 
has bounded partial sums, say 

IEfbb-“‘~ 5 M 

for all x 2 1. Then for each s with CJ > o. we have 

(9) a<:,,f'"'"- s) < 
- 2M aoo-"(l +!s&!). 

PROOF. Let u(n) = f(n)n-SO and let A(x) = cn,, u(n). Then f(n)n-” = 
u(n)rP-’ so we can apply Theorem 4.2 (with j(x) = xso-‘) to obtain 

a<TSbf(n)n-’ = A(b)b”“-” .- A(c+P-~ + (s - so) ASP-‘-’ dt. 
n 

Since 1,4(x)1 I M this gives us 

u<TSbf(n)n-” I Mb”O-” + Mc.z”~-~ + 1s - so I M ~bf’o-uW1 dt 

I 2Mab0-0 
b”,,-” _ .:,,-ci 

+ Is - s,IM - 
60 - CJ 

EXAMPLES If the partial sums xnsx ,f( n are bounded, Lemma 2 implies that ) 
2 f(n)n-’ converges for CJ > 0. In fact, if we take so = go = 0 in (9) we 
obtain, for CJ > 0, 
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11.6: The half-plane of convergence of a Dirichlet series 

where K is independent of a. Letting a + + co we find that c f(n)n-” 
converges if CJ > 0. In particular, this shows that the Dirichlet series 

f t-11 
“=I ns 

converges for cr > 0 since 1 En,, ( - 1)” 1 5 1. Similarly, if 1 is any 
principal Dirichlet character mod k we have 1 xnI x x(n) ) 5 q(k) so 

non- 

converges for r~ > 0. The same type of reasoning gives the following theorem. 

Theorem 11.8 Zf the series 1 f(n)n-” converges for s = CT~ + it, then it also 
converges for all s with Q > oO. If it diverges for s = crO + it, then it 
diverges for all s with o < CT,, . 

PROOF. The second statement follows from the first. To prove the first 
statement, choose any s with cr > eO. Lemma 2 shows that 

where K is independent of a. Since aaoMa --) 0 as a -P + 03, the Cauchy con- 
dition shows that 1 f (n)n-’ converges. cl 

Theorem 11.9 If the series c f(n)n-’ d oes not converge everywhere or diverge 
everywhere, then there exists a real number oC, called the abscissa of 
convergence, such that the series converges for all s in the half-plane o > ue 
and diverges for all s in the half-plane CT < cc. 

PROOF. We argue as in the proof of Theorem 11.1, taking cr, to be the least 
upper bound of all Q for which c f(n)n-’ diverges. 0 

Note. If the series converges everywhere we define ec = -co, and if it 
converges nowhere we define tsr = + 00. 

Since absolute converge implies convergence, we always have era 2 ec. 
If 6, > cr, there is an infinite strip cr, < r~ < o, in which the series converges 
conditionally (see Figure 11.1.) The next theorem shows that the width of 
this strip does not exceed 1. 

0, 

Figure 11.1 
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11: Dirichlet series and Euler products 

Theorem 11.10 For any Dirichlet series with o,jnite we have 

PROOF. It suffices to show that if 1 f(n)n-“O converges for some s0 then it 
converges absolutely for all s with (r > o0 + 1. Let A be an upper bound for 
the numbers ) f(n)n-“Oj . Then 

so c 1 f(n)n-“1 converges by comparison with c nao-a. Cl 

EXAMPLE The series 

f (-1) 
n=l ns 

converges if o > 0, but the convergence is absolute only if (r > 1. Therefore 
in this example cc = 0 and ca =: 1. 

Convergence properties of Dirichlet series can be compared with those 
of power series. Every power series has a disk of convergence, whereas 
every Dirichlet series has a half-plane of convergence. For power series 
the interior of the disk of convergence is also the domain of absolute con- 
vergence. For Dirichlet series the domain of absolute convergence may 
be a proper subset of the domain of convergence. A power series represents 
an analytic function inside its disk of convergence. We show next that a 
Dirichlet series represents an analytic function inside its half-plane of 
convergence. 

11.7 Analytic properties of Dirichlet series 

Analytic properties of Dirichlet series will be deduced from the following 
general theorem of complex function theory which we state as a lemma. 

Lemma 3 Let { fn} be a sequence of functions analytic on an open subset S 
of the complex plane, and assume that { fn} converges uniformly on every 
compact subset of S to a limit function J Then f is analytic on S and the 
sequence of derivatives {f b} converges uniformly on every compact subset of 
S to the derivative f I. 

PROOF. Since fn is analytic on S we have Cauchy’s integral formula 
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11.7 : Analytic properties of Dirichlet series 

where D is any compact disk in S, c?D is its positively oriented boundary, 
and a is any interior point of D. Because of uniform convergence we can pass 
to the limit under the integral sign and obtain 

which implies thatf is analytic inside D. For the derivatives we have 

from which it follows easily that x(a) + j-‘(a) uniformly on every compact 
subsetofSasn-+ cc. 0 

To apply the lemma to Dirichlet series we show first that we have uniform 
convergence on compact subsets of the half-plane of convergence. 

Theorem 11.11 A Dirichlet series 1 f(n)Ks converges uniformly on every 
compact subset lying interior to the half-plane of convergence o > gC. 

PROOF. It suffices to show that 1 f(n)Cs converges uniformly on every 
compact rectangle R = [a, fl] x [c, d] with a > cc. To do this we use the 
estimate obtained in Lemma 2, 

where s,, = o,, + it, is any point in the half-plane 0 > oc and s is any point 
with 0 > oO. We choose s0 = (TV where oc < o0 < a. (See Figure 11.2.) 

Then if s E R we have 0 - o,, 2 a - c0 and 1 s0 - s 1 < C, where C is a 
constant depending on s0 and R but not on s. Then (10) implies 

a<~J(W ‘I< u’O-‘(l+~)=Buw” - 2M 

where B is independent of s. Since uaoPa + 0 as a + + co the Cauchy condi- 
tion for uniform convergence is satisfied. 0 
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11: Dirichlet series and Euler products 

Theorem 11.12 The sum function F(s) = c f(n)n-’ of a Dirichlet series is 
analytic in its half-plane of convergence G > of, and its derivative F’(s) 
is represented in this half-plane by the Dirichlet series 

(11) F'(s)= _ f fyy 
fI=l 

obtained by diflerentiating term by term. 

PROOF. We apply Theorem 11.11 and Lemma 3 to the sequence of partial 
sums. 0 

Notes. The derived series in (11) has the same abscissa of convergence and 
the same abscissa of absolute convergence as the series for F(s). 

Applying Theorem 11.12 repeatedly we find that the kth derivative is 
given by 

FW(s) = (-1)k f f@)$% n)k for 0 > 6,. 
n=l 

EXAMPLES For cr > 1 we have 

(12) <‘(s) = - f log 
n=l nS 

and 

(13) - 

Equation (12) follows by differentiating the series for the zeta function term 
by term, and (13) is obtained by multiplying the two Dirichlet series c A(n)6’ 
and 16’ and using the identity “& A(d) = log n. 

11.8 Dirichlet series with nonnegative 
coefficients 

Some functions which are defined by Dirichlet series in their half-plane of 
convergence (T > CJ~ can be continued analytically beyond the line r~ = of. 
For example, in the next chapter we will show that the Riemann zeta function 
c(s) can be continued analytically beyond the line o = 1 to a function which 
is analytic for all s except for a simple pole at s = 1. Similarly, if x is a non- 
principal Dirichlet character, the L-function L(s, 1) can be continued an- 
alytically beyond the line CT = 1 to an entire function (analytic for all s). 
The singularity for the zeta function is explained by the following theorem of 
Landau which deals with Dirichlet series having nonnegative coefficients. 
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Theorem 11.13 Let F(s) be represented in the half-plane a > c by the Dirichlet 
series 

(14) F(cJ = f f(n) 
n=l ns 

9 

where c isjnite, and assume thatf(n) 2 0 for all n 2 n,, . Zf F(s) is analytic 
in some disk about the point s = c, then the Dirichlet series converges in the 
half-plane a > c - E for some E > 0. Consequently, if the Dirichlet series 
has afinite abscissa of convergence oc, then F(s) has a singularity on the real 
axis at the points = oc. 

PROOF. Let a = 1 + c. Since F is analytic at a it can be represented by an 
absolutely convergent power series expansion about a, 

(15) F(s) = kzo F (s - a)k, 

and the radius of convergence of this power series exceeds 1 since F is 
analytic at c. (See Figure 11.3.) By Theorem 11.12 the derivatives Fck’(a) can 
be determined by repeated differentiation of (14). This gives us 

co 

Fckf(a) = (- l)k 1 f (n)(log n)kn-a, 

so (15) can be rewritten as 

(16) F(s) = f f 9 f(n)(log n)kn-a. 
k=On=l . 

Since the radius of convergence exceeds 1, this formula is valid for some real 
s = c - E where E > 0 (see Figure 11.3.) Then a - s = 1 + E for this s 
and the double series in (16) has nonnegative terms for n 2 no. Therefore 
we can interchange the order of summation to obtain 

F(c _ E) = f f(n) f {U + 4log nlk 
n=l n” k=O k! 

= “Zl a.$,,,.., losn = “El a$ 

In other words, the Dirichlet series 1 f (n)n-’ converges for s = c - E, hence 
it also converges in the half-plane CJ > c - E. 0 

Figure 11.3 
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11: Dirichlet series and Euler products 

11.9 Dirichlet series expressed as exponentials 
of Dirichlet series 

A Dirichlet series F(s) = 1 f(n)n-’ which does not vanish identically has a 
half-plane in which it never vanishes. The next theorem shows that in this 
half-plane F(s) is the exponential of another Dirichlet series iff( 1) # 0. 

Theorem 11.14 Let F(s) = 1 f(n)n-” be absolutely convergent for 
and assume that f(1) # 0. Zj F(s) # 0 for 0 > o0 2 ca, then for 
we have 

F(s) = eG(‘) 

with 

u > u. 
u > CT0 

G(s) = log f(1) + f (” ;o;;%S, 
n=2 

where f - 1 is the Dirichlet inverse off and f ‘(n) = f (n)log n. 

Note. For complex z # 0, log z denotes that branch of the logarithm which 
is real when z > 0. 

PROOF. Since F(s) # 0 we can write F(s) = e ‘(‘) for some function G(s) which 
is analytic for 0 > crO. Differentiation gives us 

F’(s) = e’@)G’(s) = F(s)G’(s), 

so G’(s) = F’(s)/F(s). But 

and L= f ~ f -‘W 
F(s) n=l nS ’ 

hence 

G’(s) = F’(s) . $& = _ f CL*, 
n=2 

Integration gives 

G(s) = C + f (f’ * f-l)@) n-S 
n=2 log n 

where C is a constant. Letting 0 + + cc we find lim,,, G(o + it) = C, 
hence 

f(1) = limF(a + it) = ec 
cT+co 

so C = log f(1). This completes the proof. The proof also shows that the 
series for G(s) converges absolutely if (r > go. Cl 
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11.9: Dirichlet series expressed as exponentials of Dirichlet series 

EXAMPLE 1 When f(n) = 1 we havef’(n) = log n andf-‘(n) = p(n) so 

(f’ * f-‘)(n) = 1 log f&f = A(n). 
din 

Therefore if cr > 1 we have 

(17) 

where 

C(s) = n$2$+n-s. 

EXAMPLE 2 A similar argument shows that iff is completely multiplicative 
and F(s) = 1 f(n)n-” then in the half-plane of absolute convergence (r > ca 
we have 

since (f’ * f-‘)(n) = xdln f(d)l”g dk@)f(n/d) = fb)h). 

The formulas in the foregoing examples can also be deduced with the 
help of Euler products. For example, for the Riemann zeta function we have 

Keep s real, s > 1, so that C(s) is positive. Taking logarithms and using the 
power series - log(1 - x) = 1 xm/m we find 

log T(s) = - 1 log(1 - p-s) = 1 f p-“” = “$II(n)n-’ 
P pm=l m 

where 

1 
M4 = m 

if n = pm for some prime p, 

0 otherwise. 

But if n = pm then log n = m log p = mA(n) so l/m = A(n)/log n. Therefore 

m 44 

which implies (17) for real s > 1. But each member of (17) is analytic in the 
half-plane d > 1 so, by analytic continuation, (17) also holds for c > 1. 
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11: Dirichlet series and Euler products 

11.10 Mean value formulas for Dirichlet 
series 

Theorem 11.15 Given two Dirichlet series F(s) = 1 f(n)n-’ and G(s) = 
1 g(n)n-” with abscissae of absolute convergence a1 and az, respectively. 
Then for a > a1 and b > a2 we have 

m fbM4 
F(a + it)G(b - it) dt = 1 o+b' n=l n 

PROOF. We have 

F(a + W(b - it) = 

*#II 
Now 

m m 

c cl 
f(m)&) n if nb - mn 01 

< f Ifb)I 5 Is(n)I 
m=l n=l m -m=l ma n=l nb 

so the series is absolutely convergent, and this convergence is also uniform 
for all t. Hence we can integrate term by term and divide by 2T to obtain 

2k - 
s 

1 F(a + it)G(b - it) dt 
T 

But for m # n we have 

s T 

so we obtain 

2k - 
s 

1 F(a + it)G(b - it) dt 
T 

sin[ T log(i)] 

Wl#n T log 
0 . 

n 
m 
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11.10: Mean value formulas for Dirichlet series 

Again, the double series converges uniformly with respect to T since (sin x)/x 
is bounded for every x. Hence, we can pass to the limit term by term to 
obtain the statement of the theorem. Cl 

Theorem 11.16 Zf F(s) = c.“=I f(n)n-” converges absolutely for c > C. 
then for CJ > o. we have 

In particular, if o > 1 we have 

1 T 
(a) lim - 

s ~+rnzT -T 
I &a + it) 1’ dt = “El -& = ((20). 

1 T 
(b) lim - 

s ~-rmzT -T 

Ic(")(a + it)12 dt = f k.$f = Q92o). 
n=l 

(c) li+i&Jy Il(a+it)lm2dt= f $$=g. 
T n=l a 

I&a+it)14dt= f F=$$$. 
II=1 

PROOF. Formula (18) follows by taking g(n) = f(n) in Theorem 11.15. To 
deduce the special formulas (a) through(d) we need only evaluate the Dirichlet 
series 1 If(n)IZn-2u for the following choices off(n): (a) f(n) = 1; (b) f(n) = 
(- l)k logk n; (c) f(n) = p(n); (d) f(n) = a,(n). The formula (a) is clear, and 
formula (b) follows from the relation 

c’k+) = (- l)k f logk . 
n=l nS 

To prove (c) and (d) we use Euler products. For (c) we 6ave 

m P2(n) 
n=l ns c-=, 

n (1 + p-s) = n 1 - Pe2” _ GS) 
p 1 -p-” aw. 

Replacing s by 2a we get (c). For (d) we write 

O” ao2(n) c - = n { 1 + ao2(P)p-” + a02(p2)p-2S + . . .) 
n=l ns P 

= r-j (1 + 22p-” + 32p-2” + . . .} 

J 
/ 

=n{~(n+l)2~-“sj=~(:I:~~~4=~ \oP 
P n=O 

x+1 since C.“=o (n + 1)2x” = ~ 
1 - x2 

(x - 1)3 
= ~ . Now replace s by 2a to get (d). 

(1 -x)4 
0 
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11: Dirichlet series and Euler products 

11.11 An integral formula for the coefficients 
of a Dirichlet series 

Theorem 11.17 Assume the series F(s) = ~.“=lf(n)n-” converges absolutely 
for a > a,. Then for a > a0 and x > 0 we have 

F(a -t it)xO+” dt = 
f(n) ifx = n, 
o 

otherwise, 

PROOF. For a > a0 we have 

s 

= eit log(x/n) &, 

-T 

since the series is uniformly convergent for all t in any interval [ - 7; T]. If x 
is not an integer then x/n # 1 for all n and we have 

s T 2 sin 
,it lo&/n) dt = 

-T 

and the series becomes 

sin [ 01 T log 5 
n 

which tends to 0 as T + co. However, if x is an integer, say x = k, then the 
term in (19) with n = k contributes 

and hence 

The second term tends to 0 as T + co as was shown in first part of the 
argument. 0 



11.12 : An integral formula for the partial sums of a Dirichlet series 

11.12 An integral formula for the partial 
sums of a Dirichlet series 

In this section we derive a formula of Perron for expressing the partial sums 
of a Dirichlet series as an integral of the sum function. We shall require a 
lemma on contour integrals. 

Lemma 4 Zfc > 0, define j:‘zi to mean lim,,, Js?iF. Then ifa is any positive 
real number, we have 

1 ifa> 1, 

1 
Z 

ifa = 1, 

0 if0 < a < 1. 

Moreover, we have 

(21) 

and 

(22) 

~,:i&‘“~~nTl~gcLi ifO<a<L 
a 

1 

I-J 

c+iT dz 

2ni c-iT 
a’--1 5 

a’ 

Z XT log a 
ifa > 1, 

PROOF. Suppose first that 0 < a < 1 and consider the rectangular contour 
R shown in Figure 11.4. Since a*/z is analytic inside R we have JR a’/z dz = 0. 
Hence 

c+rT h+iT 

Figure 11.4 
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11: Dirichlet series and Euler products 

Let b + co. Then a* -+ 0, hence 

This proves (20). 

-b+iT c+iT 

+z+- 

-b - iT c ~ iT 

Figure 11.5 

If a > 1 we use instead the contour R shown in Figure 11.5. Here b > c > 0 
and T > c. Now a’/z has a first order pole at z = 0 with residue 1 since 

az = ez log a = 1 + zloga + O(IzI’) asz+O. 
Therefore 

hence 

We now estimate the integrals on the right. We have 

Is,l:ri~az~~l~~~b~~~~. 

As b + co the second integral tends to 0 and we obtain (21). 
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11.12 : An integral formula for the partial sums of a Dirichlet series 

When a = 1, we can treat the integral directly. We have 

= 2ic 
I 

T dy 
JTy+ 

the other integral vanishing because the integrand is an odd function. Hence 

T 1 1 
- arctan - = - - - arctan 2 

c 2 71 T’ 

Since arctan c/T < c/T this proves (22), and the proof of Lemma 4 is complete. 
0 

Theorem 11.18 Perron’s formula. Let F(s) = c.“=I f(n)/n’ be absolutely 
convergentfor CJ > a,; let c > 0, x > 0 be arbitrary. Then ifa > aa - c we 
have : 

where I* means that the last term in the sum must be multiplied by l/2 when 
x is an integer. 

PROOF. In the integral, c is the real part of z, so the series for F(s + z) is 
absolutely and uniformly convergent on compact subsets of the half-plane 
a + c > a,. Therefore 

s c+iT 

c-iT 

, , f(x) c+iT dz 
XS s - 

3 
c-,iT Z 

the symbol +’ indicating that the last term appears only if x is an integer. 
In the finite sum En cx we can pass to the limit T + cc term by term, and the 
integral is 27ci by Lemma 4. (Here a = x/n, a > 1.) The last term (if it appears) 
yields @-(x)x-’ and the theorem will be proved if we show that 
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11 : Dirichlet series and Euler products 

We know that i:?iz (x/n)z(dz/z) = 0 if n > x but to prove (23) we must 
estimate the rate at which is’$ tends to zero. 

From Lemma 4 we have the estimate 

if0 < a < 1. 

Here a = x/n, with n > x. In fact, n 2 [x] + 1, so that l/a = n/x 2 
([x] + 1)/x. Hence 

+ 1) 
X 

asT-+co. 

This proves Perron’s formula. 0 

Note. If c > (T, Perron’s formula is valid for s = 0 and we obtain the 
following integral representation for the partial sums of the coefficients: 

Exercises for Chapter 11 

1. Derive the following identities, valid for 0 > 1. 

(a) c(s) = s lIK $ dx. 

(b) ; f = s j-la x% dx, where the sum is extended over all primes. 

dx, where M(x) = c p(n). 
nsx 

(d) - ; = s j-,% !$ dx, where $(x) = 1 A(n). 
n5.x 

(e) L(s, x) = s jlm $ dx, where A(x) = 1 x(n). 
“5.X 

Show that (e) is also valid for 0 > 0 if x is a nonprincipal character. [Hint: 
Theorem 4.2.1 
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Exercises for Chapter 11 

2. Assume that the series x2=1 f( n converges with sum A, and let A(x) = In,, f(n). ) 

(a) Prove that the Dirichlet series F(s) = c.“=, f(n)n-’ converges for each s with 
0 > 0 and that 

where R(x) = A - A(x). [Hint: Theorem 4.2.1 
(b) Deduce that F(o) + A as (r + O+. 
(c) If 0 > 0 and N 2 1 is an integer, prove that 

s 
m 4~) 

s+l dY. 
NY 

(d) Write s = 0 + it, take N = 1 + [ 1 t I] in part (c) and show that 

IF(u + it)1 = O(ltl’-“) if0 < 0 < 1. 

3. (a) Prove that the series 1 n- 1 -if has bounded partial sums if t # 0. When t = 0 the 
partial sums are unbounded. 

(b) Prove that the series 1 n- ‘-“diverges for all real t. In other words, the Dirichlet 
series for c(s) diverges everywhere on the line u = 1. 

4. Let F(s) = CT=, ,f(n)nms where ,f(n) is completely multiplicative and the series 
converges absolutely for 0 > co. Prove that if u > go we have 

F’(s) -=- 
F(s) 

f f(n)W 

“=, 
7’ 

In the following exercises, A(n) is Liouville’s function, d(n) is the number of 
divisors of n, v(n) and I are defined as follows: v(1) = 0, ~(1) = 1; if 
n = pin’ . . . pkak then v(n) = k and x(n) = ~2~~1~ . . . ak. 

Prove that the identities in Exercises 5 through 10 are valid for 0 > 1. 

, f 2”” = 1*(s) 
n=l ns a24 

11. Express the sum of the series I.“=, 3v%(n)~(n)n-s in terms of the Riemann zeta 
function. 

12. Letfbe a completely multiplicative function such thatf(p) = f(p)* for each prime p. 
If the series 1 f(n)nes converges absolutely for 0 > Q, and has sum F(s), prove that 
F(s) # 0 and that 

f fol(n) = FW 
- if0>0,. 

“=I ns F(s) 
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11: Dirichlet series and Euler products 

13. LetSbe a multiplicative function. such thatf(p) = f(p)* for each prime p. If the series 
c &t)f(n)n-” converges absolutely for cr > a, and has sum F(s), prove that F(s) # 0 
and that 

14. Let f be a multiplicative function such that 1 f(n)nms converges absolutely for 
Q > 0,. If p is prime and cr > ua prove that 

where p(p, n) is the Mobius function evaluated at the gcd of p and n. 
[Hint: Euler products.] 

15. Prove that 

More generally, if each si has real part bi > 1, express the multiple sum 

in terms of the Riemann zeta function. 

16. Integrals of the form 

~~,...nE,ml’~...m.l, 
r 

on I..... In,,=1 

(24) f(s) = jlm F dx, 

where A(x) is Riemann-integra.ble on every compact interval [l, a], have some 
properties analogous to those of Dirichlet series. For example, they possess a 
half-plane of absolute convergence u > Q, and a half-plane of convergence Q > cC 
in which ,f(s) is analytic. This exercise describes an analogue of Theorem 11.13 
(Landau’s theorem). 

Let f’(s) be represented in the half-plane rr > Q, by (24), where a, is finite, and 
assume that A(x) is real-valued and does not change sign for x 2 x0. Prove that 
f(s) has a singularity on the real axis at the point s = u,. 

17. Let l,(n) = Lln d”l(d) where A(n) is Liouville’s function. Prove that if Q > 
max{l, Re(rr) + 1}, we have 

“E, “$4 _ I(sK&w 

and 

248 



The Functions 
5(s) and WY x) 12 

12.1 Introduction 

This chapter develops further properties of the Riemann zeta function c(s) 
and the Dirichlet L-functions L(s, x) defined for cr > 1 by the series 

and&X)= f @. 
n=l ns 

As in the last chapter we write s = r~ + it. The treatment of both C(s) and 
L(s, x) can be unified by introducing the Hurwitz zeta function ((s, a), defined 
for cr > 1 by the series 

as, 4 = “ZO &. 
Here a is a fixed real number, 0 < a I 1. When a = 1 this reduces to the 
Riemann zeta function, C(s) = c(s, 1). We can also express L(s, x) in terms 
of Hurwitz zeta functions. If x is a character mod k we rearrange the terms 
in the series for L(s, x) according to the residue classes mod k. That is, 
we write 

n=qk+r, where1 <r<kandq=0,1,2 ,..., 

and obtain 

= k-&(r)i . 
r=l 

249 



12: The functions i(s) and L(s, x) 

This representation of L(s, x) as a linear combination of Hurwitz zeta func- 
tions shows that the properties of L-functions depend ultimately on those of 
as, 4. 

Our first goal is to obtain the analytic continuation of [(s, a) beyond the 
line 0 = 1. This is done through an integral representation for [(s, a) obtained 
from the integral formula for the gamma function F(s). 

12.2 Properties of the gamma function 

Throughout the chapter we shall require some basic properties of the gamma 
function F(s). They are listed here for easy reference, although not all of them 
will be needed. Proofs can be found in most textbooks on complex function 
theory. 

For Q > 0 we have the integral representation 
a, 

(1) l-(s) = 
s 

xs-lemx dx. 
0 

The function so defined for (T ;> 0 can be continued beyond the line (i = 0, 
and F(s) exists as a function which is analytic everywhere in the s-plane 
except for simple poles at the points 

s = o:, - 1, - 2, - 3, . . . ) 

with residue (- l)“/n ! at s = --rt. We also have the representation 

nsn ! 
r(s) = lim ~ “+mS(S+ l)...(s+n) fors+Q-1,--2,..., 

and the product formula 

1 e-sl” 

r(s) 
- SeCs (D 

4 > 
1 + f for all s, 

“:E 1 

where C is Euler’s constant. Since the product converges for all s, T’(s) is 
never zero. The gamma function satisfies two functional equations, 

(2) 

and 

rjs + 1) = d-ts) 

r(s)r(i - S) = &, 

valid for all s, and a multiplication formula 

(4) r~sjr(s + J-f-... r(s + G) = (2n)(m-1)IZm(1/2)-msr(mS), 

valid for all s and all integers m 2 1. 
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12.3: Integral representation for the Hurwitz zeta function 

We will use the integral representation (l), the functional equations (2) 
and (3), and the fact that T(s) exists in the whole plane, with simple poles at 
the integers s = 0, - 1, -2, . . . We also note that I+ + 1) = n ! if n is a 
nonnegative integer. 

12.3 Integral representation for the Hurwitz 
zeta function 

The Hurwitz zeta function [(s, a) is initially defined for 0 > 1 by the series 

cc 1 

Theorem 12.1 The series for [(s, a) conuerges absolutely for CY > 1. The 
convergence is uniform in every half-plane CT 2 1 + 6, 6 > 0, so [(s, a) is 
an analytic function of s in the half-plane (T > 1. 

PROOF. All these statements follow from the inequalities 

g* 
n + a)-‘[ = 1 (n + ~2~~ I 1 (n + a)--(‘+@. 

n=1 fl=l 

Theorem 12.2 For o > 1 we have the integral representation 

0 

In particular, when a = 1 we have 

I-(s)((s) = Jam G dx. 

PROOF. First we keep s real, s > 1, and then extend the result to complex s 
by analytic continuation. 

In the integral for I(s) we make the change of variable x = (n + a)t, 
where n 2 0, to obtain 

r(s) = emxxsml dx = (n + a) ,-@+a+- 1 dt, 

(n + a)-“r(s) = 
s 

me-“‘e-“‘tS-l dt. 
0 

Summing over all n 2 0 we find 

c(s, a)r(s) = f ~me-“‘e-‘Y- ’ dt, 
n=O 0 
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12: The functions i(s) and L(s, x) 

the series on the right being convergent if 0 > 1. Now we wish to interchange 
the sum and integral. The simplest way to justify this is to regard the integral 
as a Lebesgue integral. Since the integrand is nonnegative, Levi’s convergence 
theorem (Theorem 10.25 in Reference [2]) tells us that the series 

,I) 
-jy e-“’ -la s-l 

“YO 
e t 

converges almost everywhere to a sum function which is Lebesgue-integrable 
on [O, + co) and that 

((s, a)r(s) = f /me~“‘e~“t’-l dt = lorn n~oe-“‘e-artsml dt. 
n=O 0 

Butift>OwehaveO<e-‘<landhence 

“fJoeenr = ’ 1 - e-” 

the series being a geometric series. Therefore we have 

$:-n+e-O’fs- 1 _ emarts- ’ 
1 - e-’ 

almost everywhere on [0, + co), in fact everywhere except at 0, so 

[(s, a)r(s) = 
I 

o* nzoe-“te-dtS- 1 dt = 
s 

a, ‘-+‘- ’ &. 
0 1 -e-’ 

This proves (5) for real s > 1. To extend it to all complex s with CJ > 1 we note 
that both members are analytic for c > 1. To show that the right member is 
analytic we assume 1 + 6 I CT 5 c, where c > 1 and 6 > 0 and write 

lom IGidt 5 I,“;sdt = (IO1 + J;“)gdt. 

If 0 I t I 1 we have to-’ I t’, and if t 2 1 we have to- l I tC- l. Also, 
since e’ - I 2 t for t 2 0 we have 

s 
‘La-1 dt - ‘ia, 

0 

and 

s m e-“’ t CT- 1 

1 1 - e-’ at ’ 

This shows that the integral in (5) converges uniformly in every strip 1 + 6 
5 c I c, where 6 > 0, and therefore represents an analytic function in 
every such strip, hence also in the half-plane 0 > 1. Therefore, by analytic 
continuation, (5) holds for all s with CJ > 1. Cl 
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12.4: A contour integral representation for the Hunvitz zeta function 

12.4 A contour integral representation for the 
Hurwitz zeta function 

To extend [(s, a) beyond the line 0 = 1 we derive another representation in 
terms of a contour integral. The contour C is a loop around the negative 
real axis, as shown in Figure 12.1. The loop is composed of three parts 
C1, CZ, C3. C2 is a positively oriented circle of radius c < 2~ about the origin, 
and C,, C3 are the lower and upper edges of a “cut” in the z-plane along the 
negative real axis, traversed as shown in Figure 12.1. 

Figure 12.1 

This means that we use the parametrizations z = re-“’ on C1 and z = I@ 
on C3 where Y varies from c to + co. 

Theorem 12.3 Zf 0 < a < 1 the function dejined by the contour integral 

is an entire function of s. Moreover, we have 

(6) ((s, a) = r( 1 - s)Z(s, a) if 0 > 1. 

PROOF. Here zs means r’e-“” on C1 and Yenis on C3. We consider an arbitrary 
compact disk 1 s 1 I M and prove that the integrals along C1 and C3 converge 
uniformly on every such disk. Since the integrand is an entire function of s 
this will prove that Z(s, a) is entire. 

Along C, we have, for r 2 1, 
Izs-ll = f-11,-ni(a-l+it)l = f-lent I rM-lenM 

since IsI < M. Similarly, along C3 we have, for r 2 1, 
Izs-lI = r~-lleffi(u-l+it)I = f7-le-nt I @f-lenM. 

Hence on either C, or C3 we have, for r 2 1, 
zs-l uz e 

I I 

rM- lenMe-or rM- lenMe(l -a)r 

1 - eZ I 1 -e-’ = e’-1 ’ 

But e’ - 1 > e’/2 when r > log 2 so the integrand is bounded by A?- ’ epur 
where A is a constant depending on M but not on r. Since sf” rMpleCar dr 
converges if c > 0 this shows that the integrals along Cl and C3 converge 
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12 : The functions c(s) and L(s, x) 

uniformly on every compact 
function of s. 

To prove (6) we write 

disk 1st I M, and hence Z(s, a) is an entire 

2niz(s,u) = (J,, + J‘,, + JcJz’-%(r)dz 
where g(z) = eaz/( 1 - e’). On Ci and C, we have g(z) = g( -r), and on C2 
we write z = ceie, where --7~ < ~9 I IL This gives us 

2~il(~, u) = 
I 

’ ,-- le-nisg( - r) dr + i z cs- le(s- l)ieceieg(ceie) d(j 
m I -77 

i 

a, 
+ rs- ‘enisg( - r) dr 

c 
m 

= 2i sin(7rs) 
s 

rS-l g( - r) dr + ic” 
c s 

n 
eiseg(ceie) dB. 

-II 

Dividing by 2i, we get 

nZ(s, a) = sin(rrs)Z,(s, c) + Z,(s, c) 

say. Now let c + 0. We find 

lim Z,(s, c) = J 
.‘m rs-l -01 

e dr = T(s)@, a), 
C+O o 1 - e-’ 

if CJ > 1. We show next that lim,,, Z,(s, c) = 0. To do this note that g(z) 
is analytic in I z ( < 27r except for a first order pole at z = 0. Therefore zg(z) 
is analytic everywhere inside lz 1 < 271 and hence is bounded there, say 
lg(z) 1 i A/I z 1, where ) z 1 = c < 27~ and A is a constant. Therefore we have 

(Z,(s, c)l I 5 /I,epre $ d0 I Ae’%- ‘. 

If 0 > 1 and c + 0 we find Z,(s, c) -+ 0 hence rcZ(s, a) = sin(rcs)IJs)&, a). 
Since I(s)I(l - s) = rc/sin rcs this proves (6). 0 

12.5 The analytic continuation of the 
Hurwitz zeta function 

In the equation 5(s, a) = I(1 - s)Z(s, a), valid for 0 > 1, the functions 
Z(s, a) and I( 1 - s) are meaningful for every complex s. Therefore we can use 
this equation to define [(s, a) for r~ I 1. 

Definition If (T I 1 we define {(s, a) by the equation 

(7) ((s, U) = r(i - S)Z(S, u). 

This equation provides the analytic continuation of i(s, a) in the entire 
s-plane. 
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12.6: Analytic continuation of c(s) and L(s, x) 

Theorem 12.4 The function Qs, a) so de$ned is analytic for all s except for a 
simple pole at s = 1 with residue 1. 

hmOF. Since I(s, a) is entire the only possible singularities of i(s, a) are the 
poles of I(1 - s), that is, the points s = 1,2, 3, . . . But Theorem 12.1 shows 
that c(s, a) is analytic at s = 2, 3, . . . , so s = 1 is the only possible pole of 
5th a). 

Now we show that there is a pole at s = 1 with residue 1. Ifs is any integer, 
say s = n, the integrand in the contour integral for Z(s, a) takes the same 
values on C, as on C3 and hence the integrals along C, and C3 cancel, 
leaving 

Z(n, 4 = & 
I 

Zn- lea2 yl--1 IIZ 

____ dz = Res e 
c2 1 - ez z=. 1 - ez . 

In particular when s = 1 we have 

1(1,a) = Res--e”‘= 
z=o 1 - ez 

lim zeDZ = 
r+O 1 - e’ 

lim --f.--- = 
z+o 1 - e’ 

lim -I = - 1, 
2-O ez 

To find the residue of ((s, a) at s = 1 we compute the limit 

lim(s - l)[(s, a) = - lim(1 - s)I(l - s)l(s, a) = - Z(1, a)lim I(2 - s) 
s+l s-1 S-+1 

= r(l) = 1. 

This proves that Qs, a) has a simple pole at s = 1 with residue 1. 0 

Note. Since c(s, a) is analytic at s = 2,3, . . . and I( 1 - s) has poles at these 
points, Equation (7) implies that I(s, a) vanishes at these points. 

12.6 Analytic continuation of c(s) and IQ, x) 

In the introduction we proved that for o > 1 we have 

r(s) = as, 1) 
and 

L(s,x) = k-“&r)i s,; ) 
r=1 ( ) 

where x is any Dirichlet character mod k. Now we use these formulas as 
de$nitions of the functions c(s) and L(s, x) for o I 1. In this way we obtain the 
analytic continuation of l(s) and L(s, x) beyond the line CT = 1. 

Theorem 12.5 (a) The Riemann zeta function c(s) is analytic everywhere 
exceptfor a simple pole at s = 1 with residue 1. 
(b) For the principal character x1 mod k, the L-function L(s, xl) is analytic 

everywhere except for a simple pole at s = 1 with residue cp(k)/k. 
(c) Zf x # xl, L(s, x) is an entire function of s. 
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12: The functions C(S) and L(s, x) 

PROOF. Part (a) follows at once from Theorem 12.4. To prove (b) and (c) 
we use the relation 

Since I$, r/k) has a simple pole at s = 1 with residue 1, the function X(r)&, r/k) 
has a simple pole at s = 1 with residue X(r). Therefore 

Res L(s, x) = lim(s - l)L(s, x) = lim(s - l)k-” f: x(r)l 
s=l S-+1 S--l r=l 

& 

ifx # x1, 

0 

k 
if* = x1 

12.7 Hurwitz’s formula for [(s, a) 

The function [(s, a) was originally defined for cr > 1 by an infinite series. 
Hurwitz obtained another series representation for [(s, a) valid in the half- 
plane u < 0. Before we state this formula we discuss a lemma that will be used 
in its proof. 

Lemma 1 Let S(r) denote the region that remains when we remove from the 
z-plane all open circular disks of radius r, 0 < r < 71, with centers at 
z = 2imi,n = 0, +l, +2 ,... Then if0 < a I 1 thefunction 

is bounded in S(r). (The bound depends on r.) 

PROOF. Write z = x + iy and consider the punctured rectangle 

Q(r) = {z: 1x1 I 1, lyl I 71, IzI 2 r}, 

shown in Figure 12.2. 

Figure 12.2 
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12.7 : Hurwitz’s formula for [(s, a) 

This is a compact set so g is bounded on Q(v). Also, since 1 g(z + 274 I = 
1 g(z) 1, g is bounded in the punctured infinite strip 

{z:lxl I 1,lz - 2nnil 2 r,n = 0, fl, +2 )... }. 

Now we show that g is bounded outside this strip. Suppose 1x1 2 1 and 
consider 

Forx>lwehave\l-e”l=eX-lande”“<e”,so 

Also,whenx<-lwehavell-eXI=l-eeXso 

e IIX 1 
I&)l 5 - - 

1 e 
l-e”~l-e”~,=-~ 1 - e- e-l 

Therefore (g(z)1 I e/(e - 1) for 1x1 2 1 and the proof of the lemma is 
complete. cl 

We turn now to Hurwitz’s formula. This involves another Dirichlet 
series F(x, s) given by 

m e2ninx 

(9) F(x, s) = c - ) 
n=l ns 

where x is real and cr > 1. Note that F(x, s) is a periodic function of x with 
period 1 and that F(1, s) = c(s). The series converges absolutely if Q > 1. 
If x is not an integer the series also converges (conditionally) for 0 > 0 
because for each fixed nonintegral x the coefficients have bounded partial 
sums. 

Note. We shall refer to F(x, s) as the periodic zetafunction. 

Theorem 12.6 Hurwitz’s formula. ZJO < a I 1 and IT > 1 we have 

Us) Cl1 - s, 4 = (271)” {e - nrs’2Z$q s) + eXiS12F( - a, s)}. 

Zf a # 1 this representation is also valid for 0 > 0. 

PROOF. Consider the function 

zhb, 4 = & I 

zs-l oz 
-----t dz, 

C(N) 1 - ez 

where C(N) is the contour shown in Figure 12.3, N being an integer. 

257 



12 : The functions c(s) and L(s, x) 

l (2N + 2)ni 

1R=(2N+l)r 

Figure 12.3 

First we prove that lim,,, N , I (s a) = Z(s, a) if (T < 0. For this it suffices 
to show that the integral along the outer circle tends to 0 as N + co. 

On the outer circle we have z = Reie, --71 I 8 I 71, hence 

lzS- 1 ) = IRS- leiL%- 1)I = R”- le-te < R”- leffl’l. 

Since the outer circle lies in the set S(r) of Lemma 1, the integrand is bounded 
by AenfrtRa-l, where A is the bound for Ig(z)l implied by Lemma 1; hence 
the integral is bounded by 

27cAe”l’lR” > 

and this + 0 as R + co if 0 < 0. Therefore, replacing s by 1 - s we see that 

(11) lim Z,(l - s, a) = I(1 - s, a) if g > 1. 
N-CC 

Now we compute I,( 1 - s, a) explicitly by Cauchy’s residue theorem. We 
have 

I,(1 - s, a) = - ; R(n) = - f {R(n) + R(- n)> 
“c--N n=l 

n#O 

where 

Now 
e2nnia 

R(n) = lim (z - 2nni) 2; = - 
z - 2mi 

,yEzi 1 - ez = 

e2nnio 

-__ 
z- 2nni (2mi) (2nni)” ’ 

258 



12.8 : The functional equation for the Riemann zeta function 

hence 

N ,+nio 

INtl - s, al = n;, @&$ + f 

e- Znnia 

n=l (-2n7ci)“’ 

-h/2 N e2nnia pis/Z N e- Znnia 

zN(l - ‘2 ‘) = ;2,q “z, ns + 1 (27~)“~~~ nS ’ 

Letting N + co and using (11) we obtain 

- nis/2 nis/Z 

I( 1 - s, a) = e(2n)” F(a, s) + k F( - a, s). 

Hence 

Us) - [(I - S, U) = T(~)z(l - S, a) = o” {e nrs’2F(u, s) + enis”F(-4 s)). 0 

12.8 The functional equation for the 
Riemann zeta function 

The first application of Hurwitz’s formula is Riemann’s functional equation 
for i(s). 

Theorem 12.7 For all s we have 

or, equivalently, 

(13) c(s) = 2(2n)“- ‘I71 - s)sin 
0 

7 [(l - s). 

PROOF. Taking a = 1 in the Hurwitz formula we obtain, for (T > 1, 

r(s) - r(s) - 
[(l - s) = oS {e n’“‘2[(s) + e”““i(s)} = o” 2 cos 

0 
y c(s). 

This proves (12) for o > 1 and the result holds for all s by analytic continua- 
tion. To deduce (13) from (12) replace s by 1 - s. 0 

Note. Taking s = 2n + 1 in (12) where n = 1,2,3, . . . , the factor cos(ns/2) 
vanishes and we find the so-called trivial zeros of C(s), 

c(-2n)=O fern= 1,2,3,... 

259 



12 : The functions c(s) and L(s, x) 

The functional equation can be put in a simpler form if we use Legendre’s 
duplication formula for the gamma function, 

27+2-T(2s) = T(s)I- 
( > 

s + ; , 

which is the special case m = 2 of Equation (4). When s is replaced by 
(1 - s)/2 this becomes 

Since 

this gives us 

2-snl/2r l-s 

qi -s)siny= ( ). 2 

ri 
0 

Using this to replace the product I( 1 - s)sin(rrs/2) in (13) we obtain 

n-s/2r 
0 
i [cs) = 71-(1-Wr 

( > 
q Ql - s). 

In other words, the functional equation takes the form 

o(s) = o(l - s), 

where 

a+) = 71-s12r 
0 
i C(S). 

The function Q(s) has simple poles at s = 0 and s = 1. Following Riemann, 
we multiply Q(s) by s(s - 1)/2 to remove the poles and define 

5(s) = ; s(s - l)@(s). 

Then l(s) is an entire function of s and satisfies the functional equation 

5(s) = 5(1 - s). 
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12.10: The functional equation for L-functions 

12.9 A functional equation for the Hurwitz 
zeta function 

The functional equation for c(s) is a special case of a functional equation 
for &s, a) when a is rational. 

Theorem 12.8 Zf h and k are integers, 1 I h I k, then for all s we have 

(14) r 
>( > 

r s, f . 

PROOF. This comes from the fact that the function F(x, s) is a linear combina- 
tion of Hurwitz zeta functions when x is rational. In fact, if x = h/k we can 
rearrange the terms in (9) according to the residue classes mod k by writing 

n = qk + r, where 1 I r I k and q = 0, 1,2, . . . 

This gives us, for o > 1, 

. 

Therefore if we take a = h/k in Hurwitz’s formula we obtain 

=- 

which proves (14) for o > 1. The result holds for all s by analytic continuation. 
cl 

It should be noted that when h = k = 1 there is only one term in the sum in 
(14) and we obtain Riemann’s functional equation. 

12.10 The functional equation for L-functions 

Hurwitz’s formula can also be used to deduce a functional equation for the 
Dirichlet L-functions. First we show that it suffices to consider only the 
primitive characters mod k. 
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12 : The functions i(s) and L(s, x) 

Theorem 12.9 Let x be any Dirichlet character mod k, let d be any induced 
modulus, and write 

x(n) = $(4x,(n), 

where Ic/ is a character mod d and x1 is the Principal character mod k. Then 
for all s we have 

L(s, x) = L(s, Ic/) n 1 
elk 

PROOF. First keep o > 1 and use the Euler product 

1 
L(s, x) = Jj ~. 

“l-x@) 
P” 

Since x(p) = t+Q)xi(p) and since xi(p) = 0 if p 1 k and xi(p) = 1 if p ,j’ k we 
find 

This proves the theorem for 0 > 1 and we extend it to all s by analytic 
continuation. 0 

Note. If we choose d in the foregoing theorem to be the conductor of x, 
then $ is a primitive character modulo d. This shows that every L-series 
L(s, x) is equal to the L-series L(s, @) of a primitive character, multiplied 
by a finite number of factors. 

To deduce the functional equation for L-functions from Hurwitz’s 
formula we first express L(s, x) in terms of the periodic zeta function F(x, s). 

Theorem 12.10 Let x be a primitive character mod k. Thenfor rs > 1 we have 

GU, X)-W, x) = i SW 
h=l 

, 

where G(m, x) is the Gauss sum associated with x, 

G(m, x) = i X(r)eZnirmlk. 
r=l 
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12.10: The functional equation for L-functions 

PROOF. Take x = h/k in (9), multiply by j(h) and sum on h to obtain 

= c n-G(n, j). 
n=l 

But G(n, j) is separable because j is primitive, so G(n, 2) = &)G(l, j)), hence 

GU, Xl f x(n)n-” = ‘31, XWb, xl. 
n=l 

0 

Theorem 12.11 Functional equation for Dirichlet L-functions. Zf x is any 
primitive character mod k then for all s we have 

(16) 
k”- ‘I-(s) 

L(1 - S, x) = o” {emnisI + x(- l)effisi2)G(1, x)L(s, X). 

PROOF. We take x = h/k in Hurwitz’s formula then multiply each member 
by X(h) and sum on h. This gives us 

Since F(x, s) is periodic in x with period 1 and X(h) = x( - 1)x(-h) we can 
write 

hmodk 

zx(-1) C X(k - h)F 
hmodk 

and the previous formula becomes 

hilx(h)(’ = * (penis” + x( - l)erris’2} i x(h)F(i, S). 
(274 h=l 

Now we multiply both members by k”-’ and use (15) to obtain (16). 0 
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12 : The functions c(s) and I.@, x) 

12.11 Evaluation of c(-n, a) 

The value of c( - n, a) can be calculated explicitly if n is a nonnegative integer. 
Taking s = -n in the relation [(s, a) = l-(1 - s)Z(s, a) we find 

c(-n, a) = l-(1 + n)Z(-n, a) = n!l(-n, a). 

We also have 

I( -n, a) = Res 
Z-n- lebz 

z=o ( > 1-e’ . 

The calculation of this residue leads to an interesting class of functions known 
as Bernoulli polynomials. 

Definition For any complex x we define the functions B,(x) by the equation 

zeX* m B,(x) - = c J-z”, ez - 1 
where 1.~1 < 271. 

n=O 

The numbers B,(O) are called Bernoulli numbers and are denoted by B,. 
Thus, 

z -= 
ez - 1 

where lzl c 2n. 

Theorem 12.12 Thefunctions B,(x) are polynomials in x given by 

PROOF. We have 

B,(x) = i ; Bkx”-k. 
k=O 0 

m B,(x) c --p” n=O n. 

Equating coefficients of z” we find 

y=kgo$& 

from which the theorem follows. 

Theorem 12.13 For eoery integer n 2 0 we have 

(17) 
B,+ 164 c(-n,u) = -y. 
n+l 

264 



12.12: Properties of Bernoulli numbers and Bernoulli polynomials 

PROOF. As noted earlier, we have [( - n, a) = n ! I( - n, a). Now 

from which we obtain (17). Cl 

12.12 Properties of Bernoulli numbers and 
Bernoulli polynomials 

Theorem 12.14 The Bernoulli polynomials B,(x) satisfy the difirence equation 

(18) B,(x + 1) - B,(x) = nx”-’ ifn 2 1. 

Therefore we have 

(19) B,(O) = B,( 1) ij-fn 2 2. 

PROOF. We have the identity 
e’“+ l)Z e xz 

z--z-=ze xz 
ez - 1 ez - 1 

from which we find 

m B,(x+l)-B,(x) m x” 
c n=O n! 

z” = “ZO 1 z”+l. 

Equating coefficients of z” we obtain (18). Taking x = 0 in (18) we obtain (19). 

Theorem 12.15 Zf n 2 2 we have 

PROOF. This follows by taking x = 1 in Theorem 12.12 and using (19). 0 

Theorem 12.15 gives a recursion formula for computing Bernoulli numbers. 
The definition gives B, = 1, and Theorem 12.15 yields in succession the 
values 

B. = 1, B, = -f, B2=;, B, = 0, 

1 
B, = 0, 8, = 0, B*= -30, Bg = 0, 

1 
B‘$= -30’ 

5 
ho = 66' Bll = 0. 
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12: The functions c(s) and L(s, x) 

From a knowledge of the B, we can compute the polynomials B,(x) by using 
Theorem 12.12. The first few are: 

B,(x) = 1, B,(x) = x - ;, B&)=x2-x+;, 

B&) = x3 - ; x2 + ; x, B,(x)=x4-2x3+x2-&. 

We observe that Theorems 12.12 and 12.15 can be written symbolically 
as follows : 

B,(x) = (B + x)“, B, = (B + 1)“. 

In these symbolic formulas the right members are to be expanded by the 
binomial theorem, then each power Bk is to be replaced by Bk. 

Theorem 12.16 Zf n 2 0 we have 

Also, ijn 2 1 we have i( - 2n) = 0, hence B2,+ 1 = 0. 

PROOF. To evaluate c( - n) we simply take a = 1 in Theorem 12.13. We have 
already noted that the functional equation 

(21) ((1 - s) = 2(27c-“r(s)cos 0 9 C(s) 

implies c( - 2n) = 0 for n 2 1, hence B,,, 1 = 0 by (20). 0 

Note. The result B2”+ 1 = 0 also follows by noting that the left member of 

is an even function of z. 

Theorem 12.17 Zf k is n positioe integer we have 

(22) Q2k) = (- l)k+ ’ (2;;;;;k 

PROOF. We take s = 2k in the functional equation for c(s) to obtain 

c(l - 2k) = 2(271)- 2kI-(2k)cos(zk)l(2k), 

or 
B 

- $ = 2(27r)- 2k(2k - l)! (- l)k[(2k). 

This implies (22). q 



12.12 : Properties of Bernoulli numbers and Bernoulli polynomials 

Note. If we put s = 2k + 1 in (21) both members vanish and we get no 
information about [(2k + 1). As yet no simple formula analogous to (22) 
is known for [(2k + 1) or even for any special case such as c(3). It is not even 
known whether [(2k + 1) is rational or irrational for any k. 

Theorem 12.18 The Bernoulli numbers B,, alternate in sign. That is, 

(- l)k+lBZk > 0. 

Moreover, ) B,,J -+ co as k -+ CD. Infact 

(23) (- l)k+lBzk - $$ ask-+co 

PROOF. Since [(2k) > 0, (22) shows that the numbers B,, alternate in sign. 
The asymptotic relation (23) follows from the fact that [(2k) -+ 1 as k -+ 00. 

Note. From (23) it follows that 1 B2k+2/B2kJ - k2/rr2 as k --, CO. Also, by 
invoking Stirling’s formula, n ! - (n/ey$& we find 

(-l)k+1B2k - 47c& ask-, oo. 

The next theorem gives the Fourier expansion of the polynomial B,(x) 
in the interval 0 < x < 1. 

Theorem 12.19 ZfO < x I 1 we have 

(24) 

and hence 

2(2n)! m cos 2nkx 
B2nC4 = (- I).+’ 02” ; 

k 1 
k2” ’ 

B 

PROOF. Equation (24) follows at once by taking s = n in Hurwitz’s formula 
and applying Theorem 12.13. The other two formulas are special cases of 
(24). 

Note. The function B,(x) defined for all real x by the right member of 
(24) is called the nth Bernoulli periodic function. It is periodic with period 1 
and agrees with the Bernoulli polynomial B,(x) in the interval 0 < x I 1. 
Thus we have 

B,(x) = B,(x - [xl). 
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12: The functions c(s) and L(s, x) 

12.13 Formulas for L(0, x) 

Theorem 12.13 implies 

i(O, a) = -B,(a) = ; - a. 

In particular c(O) = [(O, 1) = - l/2. We can also calculate L(0, x) for every 
Dirichlet character x. 

Theorem 12.20 Let x be any Dirichlet character mod k. 
(a) Zfx = x1 (the principal character), then L(0, xl) = 0. 
(b) Zfx # x1 we have 

L(O, x) = - ; i q(r). 
I 1 

Moreooer, L(0, 1) = 0 iffx( - 1) = 1. 

PROOF. If x = x1 we use the formula 

us, Xl) = a4 n (1 - p-7 elk 
proved for 0 > 1 in Chapter 11. This also holds for all s by analytic continua- 
tion. When s = 0 the product vanishes so L(0, xl) = 0. 

If x # x1 we have 

L(0, x) = i x(r)c 
r=l 

Now 

= -x( - 1) i rX(r). 
r= 1 

Therefore if x( - 1) = 1 we have Et= IrX(r) = 0. 0 

12.14 Approximation of [(s, a) by finite sums 

Some applications require estimates on the rate of growth of [(a + it, a) as a 
function of t. These will be deduced from another representation of {(s, a) 
obtained from Euler’s summation formula. This relates ((s, a) to the partial 
sums of its series in the half-plane c > 0 and also gives an alternate way to 
extend [(s, a) analytically beyond the line r~ = 1. 
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12.14 : Approximation of c(s, a) by finite sums 

Theorem 12.21 For any integer N 2 0 and CT > 0 we have 

PROOF. We apply Euler’s summation formula (Theorem 3.1) with f(t) = 
(t + a)-s and with integers x and y to obtain x1= s x dt 

ycnsx (n + 4 JiTiy+ s 

x t - [t] 

y (t + a)S+’ dt* 

Take y = N and let x --+ co, keeping r~ > 1. This gives us 

or 

This proves (25) for D > 1. If cr 2 6 > 0 the integral is dominated by 
j: (t + a)-‘-l dt so it converges uniformly for (r 2 6 and hence represents 
an analytic function in the half-plane 0 > 0. Therefore (25) holds for CJ > 0 
by analytic continuation. Cl 

The integral on the right of (25) can also be written as a series. We split 
the integral into a sum of integrals in which [x] is constant, say [x] = n, 
and we obtain 

s 

m x - [x] 
x-n dx= f 

s 

1 
U 

N (x +a)S+’ (x + a)s+l 
du. 

n=N o (u+n+a)“+’ 

Therefore (25) can also be written in the form 

if 0 > 0. Integration by parts leads to similar representations in successively 
larger half-planes, as indicated in the next theorem. 

Theorem 12.22 Zf a > - 1 we have 

- & -1 as + 19 4 - “f& (n +;),+1 I 
s(s + 1) m 

- ~ .TN J: (n + au1 uy+’ d”* 2! 
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12 : The functions i(s) and L(s, x) 

More generally, ifo > -m, where m = 1,2,3, . . . , we have 

(28) [(s, a) - .tO & = (N:_“‘l’-S - ,zl ‘(’ + ‘)&‘;‘“l,: r - ‘) 

x 
i 

[(s + r, a) - 5 
1 

n=O (n + a)s+r I 

s(s + l)...(s + m) - 
(m + l)! 

Xif s 

1 p+1 

n=N 0 (n + a + u)S+~+~ d”’ 

PROOF. Integration by parts implies 

I u du u2 s+l 
f 

u2 du 

(n+a+ur+l=2(n+a+u)Sf’+ 2 (n + a + u)S+~’ 

soifa>Owehave 

,,!N6,n+~?u~+1=k i: (n+a: l)s+l n-N 

+ q IF Jo1 (n + fFuy+2. 
n=N 

But if o > 0 the first sum on the right is [(s + 1, a) - ~~zo (n + a)-S-’ and 
(26) implies (27). The result is also valid for cr > - 1 by analytic continuation. 
By repeated integration by parts we obtain the more general representation 
in (28). q 

12.15 Inequalities for [[(s, a)[ 

The formulas in the foregoing section yield upper bounds for 1 ((cr + it, a) 1 
as a function oft. 

Theorem 12.23 (a) ZfS > 0 we have 

(29) I&, a) - a-‘[ I i(l + 6) if0 2 1 + 6. 

(b) ZjO < 6 < 1 there is a positive constant A(6), depending on 6 but not on 
s or a, such that 

(30) l[(s,a) - a-‘[ I A(G)(tl’ if1 - 6 5 CJ I 2and ItI 2 1, 

(31) l&a) - a-‘[ I A(h)Itl’+’ if- 6 I CT I 6and ItI 2 1, 

(32) l&s, a)1 < A(6)Itlm+1fd if-m - 6 I (r s -m + hand ItI 2 1, 

wherem= 1,2,3,... 
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12.15: Inequalities for lc(s, a)1 

PROOF. For part (a) we use the defining series for ((s, a) to obtain 

which implies (29). 
For part (b) we use the representation in (25) when 1 - 6 I o < 2 to 

obtain 

s 

N dx 
<1+ ~ 

(N + a)‘-” 
+qN+p 

1 (x+uy+ Is-11 C7 . 

s 

N dx Ndx N’ 

1 (x+u)+ l xl-e? I- 

Also,sinceIs-lI=lo-l+itl>Itl>lwehave 

(N + a)‘-b 
Is - 11 

s (N + a)” I (N + 1)‘. 

Finally, since JsI I lcrl + It( I 2 + (tl we find 

F(N + a)-” < z(N + a)- < +&. 

These give us 

I&, a) - u-1 < 1 + ; + (N + 1)6 + z $ 

Now take N = 1 + [It I]. Then the last three terms are O(ltl’), where the 
constant implied by the O-symbol depends only on 6. This proves (30). 

To prove (31) we use the representation in (27). This gives us 

l&,u) - u-sl I ~~~~+q~~~~,-“+~lsl{l~(s + I),4 - a-S-‘I~ 

+ ;ldl tn +;y+l +;lslls+ II”~N(n+lq+l. 

As in the proof of (30) we take N = 1 + [It I] so that N = O(ltl) and we 
show that each term on the right is 0( I t 1’ +‘), where the constant implied 
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12 : The functions c(s) and L(s, 1) 

by the O-symbol depends only on 6. The inequalities -6 I Q I 6 imply 
1 - 6 5 1 - ~7 I 1 + 6, hence 

N 

=, 

1 
“=I n+a) 

<If - 
s 

N dx < 1 + (N + 4’- 

1 (x + 4 l-o 

< 1 + w + 1)‘+d = O(ltl’fb). 
l-6 

Since 1 s - 1) 2 ) c ) 2 1 the second term is also 0( 1 t 1’ +‘). For the third term 
we use (30), noting that 1 - 6 I CT + 1 I 1 + 6 and IsI = 0( I t I), and we 
find that this term is also 0( I t (iqa). Next, we have 

= O(ltlWd) = o(ltyd) = O(ltl’+d). 

Finally, 

ISIIS + II”gNtn +1,,,+2 = ,(,I2 j; (x +d*a)“2) = O(lw-“-‘) 

= O(Jt12Nd-l) = O(ltl’+d). 

This completes the proof of (3 1). 
The proof of (32) is similar, except that we use (28) and note that a-” = 0( 1) 

when cr < 0. 0 

12.16 Inequalities for [[(.s)l and IL@, I)/ 

When a = 1 the estimates in Theorem 12.23 give corresponding estimates 
for I c(s) I. They also lead to bounds for Dirichlet L-series. If c 2 1 + 6, where 
6 > 0, both I c(s) I and IL(s, x)1 are dominated by ((1 + 6) so we consider 
only e I 1 + 6. 

Theorem 12.24 Let x be any Dirichlet character mod k and assume 0 < 6 < 1. 
Then there is a positive constant A(6), depending on 6 but not on s or k, 
such thatfor s = 0 + it with ItI 2 1 we have 

(33) IL(s, x)1 I A(6)1ktIm+1+b if-m-6Sol -m+6, 

where m = - 1, 0, 1,2, . . . 

PROOF. We recall the relation 

k-l 

Lhx) = k-“x x6-K . 
r=l 
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Exercises for Chapter 12 

If m = 1, 2, 3, . . * we use (32) to obtain 

k-l 

IL(s,x)t I k-“1 c s,; < km+6kA(6)Itlm+1+a 
r=l I( )I 

which proves (33) for m 2 1. If m = 0 or - 1 we write 

(34) 

Since -m - 6 I (r 5 -m + 6 we can use (30) and (31) to obtain 

,-+(s,;) - (;)-‘I 5 km+dA(6),t,m+1+a, 

so the second sum in (34) is dominated by A(6) 1 kt jm+ ’ +*. The first sum is 
dominated by 

and this sum can also be absorbed in the estimate A(6) I kt Im+ 1 +‘. Cl 

Exercises for Chapter 12 

1. Letf(n) be an arithmetical function which is periodic modulo k. 

(a) Prove that the Dirichlet series c f(n)n-’ converges absolutely for Q > 1 and that 

W If CL,f(r) = 0 P rove that the Dirichlet series 1 f(n)n-’ converges for u > 0 
and that there is an entire function F(s) such that F(s) = c f(n)n-” for CT > 0. 

2. If x is real and Q > 1, let F(x, s) denote the periodic zeta function, 

27th 

F(x, s) = f >. 
“=l 

If 0 < a < 1 and d > 1 prove that Hurwitz’s formula implies 

I-(1 - s) 
F(a, s) = ~ (27[)1 --s {e”i(‘-“)12[(1 - s, a) + eni@- 1)‘2[(1 - s, 1 - a)}. 

3. The formula in Exercise 2 can be used to extend the definition of F(a, s) over the 
entire s-plane if 0 < a < 1. Prove that F(a, s), so extended, is an entire function of s. 

4. IfO<a<landO<b<llet 

@((a, b, s) = $ {[(s, a)F(b, 1 + s) + ((s, 1 - a)F(l - b, 1 + s)}, 
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12: The functions c(s) and L(s, 2) 

where F is the function in Exercise 2. Prove that 

@((a, b, 4 
-- = e”i”‘2{((s, a)[( - s, 1 - b) + [(s, 1 - a)[( -s, b)} 
l-(s)l-( - s) 

4-e - nis’z{(( - s, 1 - b)[(s, 1 - a) + i( - s, b)[(s, a)}, 

and deduce that @(a, b, s) = @(l - b, a, -s). This functional equation is useful in 
the theory of elliptic modular functions. 

In Exercises $6 and 7,5(s) denotes the entire function introduced in Section 
12.8, 

1 
C(s) = - s(s - 1)71-w 

s 
2 0 

- 
2 

i(s). 

5. Prove that t(s) is real on the lines t = 0 and B = l/2, and that ((0) = t(l) = l/2. 

6. Prove that the zeros of t(s) (if any exist) are all situated in the strip 0 < u < 1 and lie 
symmetrically about the lines t = 0 and CJ = l/2. 

7. Show that the zeros of i(s) in the critical strip 0 < u < 1 (if any exist) are identical 
in position and order of multiplicity with those of c(s). 

8. Let x be a primitive character mod k. Define 

a = a(x) = 1 0 ifx(-l) = 1, 

1 ifx(-l)= -1. 

(a) Show that the functional equation for L(s, x) has the form 

L(1 - s, jj) = &)2(2n)-“k”-f cos T(s)& x), where j&)1 = 1. 

(b) Let 

Show that <(l - s, j) = E(x)&, K). 

9. Refer to Exercise 8. 

(a) Prove that <(s, x) # 0 if u > 1 or c < 0. 
(b) Describe the location of the zeros of L(s, x) in the half-plane Q 4 0. 

10. Let x be a nonprimitive character module k. Describe the location of the zeros of 
L(s, x) in the half-plane u < 0. 

11. Prove that the Bernoulli polynomials satisfy the relations 

B,(l - x) = (- l)“B,(x) and B2,,+ i(i) = 0 for every n 2 0. 

12. Let B, denote the nth Bernoulli number. Note that , 

B2=;=l-f-+, B4=+=l-+-+-+, 

&=&=1-+-f-+. 
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Exercises for Chapter 12 

These formulas illustrate a theorem discovered in 1840 by von Staudt and Clausen 
(independently). If n 2 1 we have 

l&,=1,-- 1 ‘, 
p- 112n P 

where I, is an integer and the sum is over all primes p such that p - 1 divides 2n. 
This exercise outlines a proof due to Lucas. 

(a) Prove that 

B,= i 
kzO k:i $ (- lQ”. I 0 

[Hint: Write x = log{ 1 + (eX - 1)) and use the power series for x/(ex - l).] 
(b) Prove that 

where c(n, k) is an integer. 
(c) If a, b are integers with u 2 2, b 2 2 and ab > 4, prove that abl(ab - l)!. This 

shows that in the sum of part (b), every term with k + 1 composite, k > 3, is an 
integer. 

(d) If p is prime, prove that 

-1 (modp) ifp - lIn,n > 0, 

0 (modp) ifp- l$n. 

(e) Use the above results or some other method to prove the von Staudt-Clausen 
theorem. 

13. Prove that the derivative of the Bernoulli polynomial B,(x) is nB,- i(x) if n 2 2. 

14. Prove that the Bernoulli polynomials satisfy the addition formula 

15. Prove that the Bernoulli polynomials satisfy the multiplication formula 

B,(mx) = mp- l ;gBp(x + ;). 

16. Prove that if r 2 1 the Bernoulli numbers satisfy the relation 

22kB 
Ii-- 

2k 1 

k=O (2k)!(2r + 1 - 2k)! (2r)! 

17. Calculate the integral jh xB,(x) dx in two ways and deduce the formula 
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12 : The functions c(s) and L(s, x) 

18. (a) Verify the identity 

(b) Let J = s: B,(x)&,(x) dx. Show that J is the coefficient of p!q!upv4 in the 
expansion of part (a). Use this to deduce that 

(- lY+l p!q! 

(p + q)! 

BP+, if p 2 1, q 2 1, 

s 0 1 
B,W,(x) dx = 

1 ifp = q = 0, 

I 0 ifp2 l,q=O;orp=O,q> 1. 

19. (a) Use a method similar to that in Exercise 18 to derive the identity 

(u + 4 f f B,(x)W) g = f. n~os,,.b) g ,fo & (u*‘v + uv”). m=o n=o 
(b) Compare coefficients in (a) and integrate the result to obtain the formula 

B,(x)B,(x) = ;{(;)n + (,:>-}B;:;n12;f) + t-l)m+l&Bm+n 

for m 2 1, n 2 1. Indicate the of the range index r. 

20. Show that if m 2 1, n 2 1 and p 2 1, we have 

s 1 &,(x)B,,(x)Bp(x) dx 
0 

In particular, compute j; B23(~) dx from this formula. 

21. Letf(n) be an arithmetical function which is periodic mod k, and let 

g(n) = k 1 f(m)e-2”im”‘k 
mmodk 

denote the finite Fourier coefficients off: If 

F(s) = k-” i f(r)< 
,= 1 

, 

prove that 

F(1 - s) = $$ {e”““j~(r)[(s, i) + .““~‘~~(-r)[(s, i)}. 
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Exercises for Chapter 12 

22. Let 1 be any nonprincipal character mod k and let S(x) = CnSx x(n). 

(a) If N 2 1 and 0 > 0 prove that 

(b) If s = Q + it with Q 2 6 > 0 and 1 t 1 2 0, use part (a) to show that there is a 
constant A(6) such that 

IUs, x)1 I 44BW(ltl + 1)‘-6 

where B(k) is an upper bound for IS(x In Theorem 13.15 it is shown that 

B(k) = O(Jis log k). 
(c) Prove that for some constant A > 0 we have 

1 
IL(.s,x)I 4 Alogk ifa 1 - --andO I ItI 5 2. 

log k 

[Hint: Take N = k in part (a).] 

277 



13 Analytic Proof of the 
Prime Number Theorem 

13.1 The plan of the proof 

The prime number theorem is equivalent to the statement 

(1) *c4 - x asx+ co, 

where I++(X) is Chebyshev’s function, 

It/(x) = c N4. 
“5.X 

This chapter gives an analytic proof of (1) based on properties of the Riemann 
zeta function. The analytic proof is shorter than the elementary proof 
sketched in Chapter 4 and its principal ideas are easier to comprehend. 
This section outlines the main features of the proof. 

The function $ is a step function and it is more convenient to deal with its 
integral, which we denote by tjr. Thus, we consider 

IcllW = Jj(r) dt. 

The integral $r is a continuous piecewise linear function. We show first that 
the asymptotic relation 

(-4 Icllc4 - ; x2 asx+cc 

implies (1) and then prove (2). For this purpose we express It/1(x)/x2 in terms 
of the Riemann zeta function by means of a contour integral, 

l+bl(x) 1 c+coi xs-l 
x2=- s 27ti f-mi S(S + 1) 

ds, where c > 1. 
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13.2: Lemmas 

The quotient -[‘(s)/[(s) has a first order pole at s = 1 with residue 1. If we 
subtract this pole we get the formula 

We let 

h(s) = 1 
s(s + 1) ( 

- g - 1 
s-l > 

and rewrite the last equation in the form 

(3) y - ;(1 -y = & j--+(s)ds 

-f-l +m 

= x 
s 

h(c + it)e” ‘Ogx dt. _ 
03 

To complete the proof we are required to show that 

(4) 
y-1 +m 

lim ~ 
x-+m 27T s 

h(c + it)e” “gx dt = 0. 
-cc 

Now the Riemann-Lebesgue lemma in the theory of Fourier series states that 

s 

+03 
lim f(t)e”” dt = 0 
x-cc -03 

if the integral J? z 1 f(t) 1 dt converges. The integral in (4) is of this type, with x 
replaced by log x, and we can easily show that the integral 1’ z 1 h(c + it) I dt 
converges if c > 1, so the integral in (4) tends to 0 as x -+ co. However, the 
factor xc- ’ outside the integral tends to co when c > 1, so we are faced with an 
indeterminate form, co . 0. Equation (3) holds for every c > 1. If we could 
put c = 1 in (3) the troublesome factor xc-’ would disappear. But then 
h(c + it) becomes h(1 + it) and the integrand involves [‘(s)/T(s) on the line 
CJ = 1. In this case it is more difficult to prove that the integral 1’ 2 1 h( 1 + it) I dt 
converges, a fact which needs to be verified before we can apply the Riemann- 
Lebesgue lemma. The last and most difficult part of the proof is to show that 
it is possible to replace c by 1 in (3) and that the integral j? z 1 h( 1 + it) I dt 
converges. This requires a more detailed study of the Riemann zeta function 
in the vicinity of the line cr = 1. 

Now we proceed to carry out the plan outlined above. We begin with 
some lemmas. 

13.2 Lemmas 

Lemma 1 For any arithmeticalfunction a(n) let 

44 = c44, 
“5X 
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13 : Analytic proof of the prime number theorem 

where A(x) = 0 ifx < 1. Then 

hOOF. We apply Abel’s identity (Theorem 4.2) which states that 

(6) 14n)f(n) = A(x)f(x) - j-)(r)fV) dt 
nsx 

iffhas a continuous derivative on [I, x]. Takingf(t) = t we have 

“gNf(4 = c 44 and A(x)f(x) = x 1 a(n) . 
“5.x n5.x 

so (6) reduces to (5). q 

The next lemma is a form of L’HGspital’s rule for increasing piecewise 
linear functions. 

Lemma 2 Let A(x) = znSx a(n) and let A,(x) = s; A(t) dt. Assume also that 
u(n) 2 0 for all n. If we have the asymptotic formula 

(7) A,(x) ‘v Lx’ us x + c0 

for some c > 0 and L > 0, then we also have 

(8) A(x) - cLx’-l us x + co. 

In other words, formal difirentiution of (7) gives a correct result. 

PROOF. The function A(x) is increasing since the u(n) are nonnegative. 
Choose any fi > 1 and consider the difference A,@x) - A,(x). We have 

A,(/?x) - A,(x) = /“A(u) du 2 j+A(x) du = A(x)@x - x) 
x x 

= x(/l - l)A(x). 

This gives us 

x4x) I p _ 1 --!L {AI - A,(41 

or 

44 1 - ~ 
xc-l s /? - 1 

AI B’ “$9). 
(/?x) 

Keep /? fixed and let x --) CO in this inequality. We find 

lim sup -44 
x-a, 

-p&LB’-L)=LE. 
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13.2: Lemmas 

Now let B -+ 1 +. The quotient on the right is the difference quotient for the 
derivative of xc at x = I and has the limit c. Therefore 

(9) lim sup A(x) I CL. 
x-+m x 

Now consider any u with 0 < a < 1 and consider the difference 
A,(x) - A,(ctx). An argument similar to the above shows that 

liminf$> Ls. 
x-m 

As CI -P 1 - the right member tends to CL. This, together with (9) shows that 
A(x)/x’-’ tends to the limit CL as x + 03. Cl 

When a(n) = A(n) we have A(x) = $(x), A,(x) = @r(x), and a(n) 2 0. 
Therefore we can apply Lemmas 1 and 2 and immediately obtain: 

Theorem 13.1 We have 

Also, the asymptotic relation til(x) - x212 implies +(x) - x as x + 00. 

Our next task is to express $r(x)/x’ as a contour integral involving the 
zeta function. For this we will require the special cases k = 1 and k = 2 of 
the following lemma on contour integrals. (Compare with Lemma 4 in 
Chapter 11.) 

Lemma 3 Zf c > 0 and u > 0, then for every integer k 2 1 we have 

--I 

z(z + I;...(z + k)dz= 

I,, - U)k 
k! 

$0 < 2.4 5 1, 

0 if24 > 1, 

the integral being absolutely convergent. 

PROOF. First we note that the integrand is equal to u-~T(z)/T(z + k + 1). 
This follows by repeated use of the functional equation T(z + 1) = zT(z). 
To prove the lemma we apply Cauchy’s residue theorem to the integral 

1 
-I 

u-w) dz 
2xi cCRj T(z + k + 1) ’ 

where C(R) is the contour shown in Figure 13.1(a) if 0 < u I 1, and that in 
Figure 13.1(b) if u > 1. The radius R of the circle is greater than 2k + c so 
all the poles at z = 0, - 1, . . . , - k lie inside the circle. 
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13 : Analytic proof of the prime number theorem 

/ / 
\ /I 
\ \ Ii I 
I I 

/ 
\ 
\ 

/ \ \ \ \ \ 

(a) O<ll< I 

Figure 13.1 

(1)) *r> 1 

Now we show that the integral along each of the circular arcs tends to 0 
as R + cc. If z = x + iy and 1.~1 = R the integrand is dominated by 

-Z 
U 

--x --E 

z(z + 1;. . . (z + k) = /zllz+ll...Iz+kl~Rlz+l~...,z+kl’ 

The inequality umX < u-’ follows from the fact that umX is an increasing 
function of x if 0 < u I 1 and a decreasing function if u > 1. Now if 1 5 n I k 
we have 

(z + nl 2 IzI - n = R - n 2 R - k 2 R/2 

since R > 2k. Therefore the integral along each circular arc is dominated by 

2rtRu -’ 
~ = O(R-k) 
R($Rr 

and this -PO as R + 00 since k 2 1. 
If u > 1 the integrand is analytic inside C(R) hence &) = 0. Letting 

R + cc we find that the lemma is proved in this case. 
If 0 < u I 1 we evaluate the integral around C(R) by Cauchy’s residue 

theorem. The integrand has poles at the integers n = 0, - 1, . . . , -k, hence 

1 
-I 

u - ‘I-(z) u -“I-(z) 
2ni C(R) rb + k + 1) 

dz = i Res 
“=,, =z-,, I-(z + k + 1) 

= “$ r(k +“; - n) En ‘(‘) = ,jo (;‘,;H, ! 

Letting R + co we obtain the lemma. cl 
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13.3: A contour integral representation for t,b1(x)/x2 

13.3 A contour integral representation 

for rl/ 1(4/x” 

Theorem 13.2 Zfc > 1 and x 2 1 we have 

(11) 
l+bl(X) 1 c+mi xs-i 

X2 = ~ c-mi S(S + 1) s 

PROOF. From Equation (10) we have $i(x)/x = xnsx (1 - n/x)A(n). Now 
use Lemma 3 with k = 1 and u = n/x. If n I x we obtain 

l-r,i 
s 

c+mi W)s ds. 
X 27ri c-ooi s(s + 1) 

Multiplying this relation by A(n) and summing over all n < x we find 

c+mi A(n)(x/n) 
y = xx & J-;Iii ;;:‘I;’ ds = jf, & lemi s(s + 1) ds 

since the integral vanishes if n > x. This can be written as 

(12) y = fl [+R’fn(s) ds, 
c-mi 

where 27$“(x) = A(n)(x/n)“/(s2 + s). Next we wish to interchange the sum and 
integral in (12). For this it suffices to prove that the series 

(13) “El [+a’lSn(~)I ds 
c-mi 

is convergent. (See Theorem 10.26 in [2].) The partial sums of this series 
satisfy the inequality 

where A is a constant, so (13) converges. Hence we can interchange the sum 
and integral in (12) to obtain 

Now divide by x to obtain (11). cl 
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13 : Analytic proof of the prime number theorem 

Theorem 13.3 Ifc z=- 1 and x 2 1 we have 

(14) 

where 

PROOF. This time we use Lemma 3 with k = 2 to get 

f(1-~~=21n;~~~~s~s+;;;9+2)dS1 

where c > 0. Replace s by s - 1 in the integral (keeping c > 1) and subtract 
the result from (11) to obtain Theorem 13.3. q 

If we parameterize the path of integration by writing s = c + it, we find 
X 

s-l _ _ xc- lxit = xc- leit logx and Equation (14) becomes 

Our next task is to show that the right member of (16) tends to 0 as x + co. 
As mentioned earlier, we first show that we can put c = 1 in (16). For this 
purpose we need to study C(s) in the neighborhood of the line CJ = 1. 

13.4 Upper bounds for ( c(s)/ and /[‘@)I 
near the line CJ = 1 

To study C(s) near the line cr = 1 we use the representation obtained from 
Theorem 12.21 which is valid for e > 0, 

(17) i(s) = “Cl ; 

We also use the formula for 
of (1% 

s 

m x - [x] 
Nl-S 

-S 

N 

XI+ldx+-. 
s-l 

c’(s) obtained by differentiating each member 

(18) &)= -5 logn+s~(x-~~~gxdx~~x~,l:l,x 
n=l ns N N 

N’-“log N N’-” 

- 
s-l -(s-- 

The next theorem uses these relations to obtain upper bounds for 1 c(s) 1 
and I r’(s) I. 
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13.4: Upper bounds for 1 i(s) 1 and I[‘(s)l near the line o = 1 

Theorem 13.4 For every A > 0 there exists a constant M (depending on A) 
such that 

(19) I<(s)1 I M log 1 and 1 c(s)1 I M log’ t 

for all s with CT 2 l/2 satisfying 

A 
a>l-- 

log t 
and c 2 e. 

Note. The inequalities (20) describe a region of the type shown in Figure 
13.2. 

-0 

0 1 

Figure 13.2 

PROOF. If CJ 2 2 we have 1 &)I I c(2) and 1 T’(s)1 < l[‘(Z)l and the inequalities 
in (19) are trivially satisfied. Therefore we can assume Q < 2 and t 2 e. 
We then have 

IslIa+tI2+t<2t andis-lilt 

so l/Is - 1 I I l/t. Estimating I c(s)1 by using (17) we find 

Now we make N depend on t by taking N = [t]. Then N I t < N + 1 and 
log n I log t if n I N. The inequality (20) implies 1 - 0 < A/log t so 

1 n’-6 1 1 1 -= 
if 

~ = _ e(l-@ lwn < _ eA bn/ log1 < _ eA = 0 . 
n n n n 
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13 : Analytic proof of the prime number theorem 

Therefore 

-<.N+l 2t 
__ = O(1) 

and N’-O N 1 -z----c 
ON” - N t t N” 

so 

1 &)I = 0 
( ) 

f, ; -t O(1) = O(log N) + O(1) = O(log t). 

This proves the inequality for 1 i(s)1 in (19). To obtain the inequality for 
1 i’(s) ( we apply the same type of argument to (18). The only essential difference 
is that an extra factor log N appears on the right. But log N = O(log t) so we 
get 1 i’(s) I = O(log’ t) in the specified region. 0 

13.5 The nonvanishing of I on the 
line 0 = 1 

In this section we prove that [( 1 + it) # 0 for every real t. The proof is based 
on an inequality which will also be needed in the next section. 

Theorem 13.5 If a > 1 we have 

(21) i3(o)li(o + it)l”li(a + 2it)l 2 1. 

PROOF. We recall the identity i(s) = eGCs) proved in Section 11.9, Example 1, 
where 

G(s)=n~2$n-‘=~ f 1 
p m=lmpms 

(fJ > 1). 

This can be written as 

from which we find 

1 i(s) 1 = exp 
i 

1 f cos(Ii2g ‘)}. 
p m=l 

We apply this formula repeatedly with s = 0, s = 0 + it and s = 0 + 2it, 
and obtain 

13(4 I ito + it) I4 I ita + 24 I 
m 

= exp 
i 

C C 
3 + 4 cos(mt log p) + cos(2mt log p) 

p m=l mpmo 

But we have the trigonometric inequality 

3 + 4cose+ cos202 0 
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13.6: Inequalities for I l/c(s) l and l [‘(s)/[(s) l 

which follows from the identity 

3 + 4 cos 8 + cos 28 = 3 + 4 cos e + 2 ~0~2 8 - i = 2(1 + cos e)z. 

Therefore each term in the last infinite series is nonnegative so we obtain 
(21). q 

Theorem 13.6 We haue ((1 + it) # Ofor euery real t. 

PROOF. We need only consider t # 0. Rewrite (21) in the form 

(22) {(CT - l)&r)}3 3 
I I 

4,1(fJ + 2it)l 2 --&. 

This is valid if 0 > 1. Now let (r + 1 + in (22). The first factor approaches 
1 since i(s) has residue 1 at the poles = 1. The third factor tends to l C( 1 + 2it)l. 
If [(l + it) were equal to 0 the middle factor could be written as 

[(a + it) - ((1 + it) 4 
O-l 

+ 1 [‘(l + it) l4 as c + 1 + . 

Therefore, if for some t # 0 we had [(l + it) = 0 the left member of (22) 
would approach the limit l c(l + it) I4 lc( 1 + 2it) l as 0 + 1 + . But the right 
member tends to cc as c + 1 + and this gives a contradiction. 0 

13.6 Inequalities for [l/[(s)/ and I~‘(s)/~(s)I 

Now we apply Theorem 13.5 once more to obtain the following inequalities 
for I l/i(s) I and I i’bM4 I. 

Theorem 13.7 There is a constant M > 0 such that 

1 l-l < M log’ t 5’(s) 
a.4 

and 50 < M log9 t 
I I 

whenever c 2 1 and t 2 e. 

PROOF. For o 2 2 we have 

and 

so the inequalities hold trivially if o 2 2. Suppose, then, that 1 < 0 < 2 and 
t 2 e. Rewrite inequality (21) as follows: 

1 
, r(a + it), I G43’4 I LX0 + 2it) 11’4. 
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Now (0 - l)[(o) is bounded in the interval 1 < r~ < 2, say (a - l){(g) 5 M, 
where M is an absolute constant. Then 

M 
a4 5 ~ a-1 

if 1 < 0 I 2. 

Also, ((a + 2it) = O(log t) if 1 5 (r < 2 (by Theorem 13.4), so for 1 < 0 5 2 
we have 

1 
1 [(a + it)1 ’ 

M3’4(log t)l’4 A(log t)“4 
(0 - 1)3/4 = (a - 1)3/4 ’ 

where A is an absolute constant. Therefore for some constant B > 0 we have 

(23) I5(o + it)1 > 
B(o - 1)3’4 

(log t)I,4 , if 1 < CJ I 2, and t 2 e. 

This also holds trivially for G = 1. Let CY be any number satisfying 1 < LX < 2. 
Then if 1 I Q I a, t 2 e, we may use Theorem 13.4 to write 

15(0+it)-C(a+it)lI dlljl(t4+it)ldt4~(cx-a)Mlog2t 
s d 

I (a - l)M log2 t. 

Hence, by the triangle inequality, 

I [(a + it)1 2 I [(a + it)1 - I i(a + it) - [(a + it)1 

2 1 [(a + it)1 - (a - l)M log2 t 2 
B(a - 1)3’4 

(log t)I,4 - (a - l)M log2 t. 

This holds if 1 5 (r I a, and by (23) it also holds for a I cr I 2 since (a - 1)3’4 
>(a - 1)3’4. In other words, if 1 I c I 2 and t 2 e we have the inequality - 

B(a - 1)3’4 
Ii@ + 91 2 tlog tj1,4 - (a - l&f log2 t 

for any a satisfying 1 < a < 2. Now we make a depend on t and choose a 
so the first term on the right is twice the second. This requires 

Clearly a > 1 and also a -c 2 if t 2 t, for some to. Thus, if t 2 t,, and 
1 I 0 I 2 we have 

C 
IC(o + it)1 2 (a - 1)M log2 t = (log t17 . 

The inequality also holds with (perhaps) a different C if e < t s to. 
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This proves that 1 c(s)1 2 C log-’ t for all o 2 1, t 2 e, giving us a corre- 
sponding upper bound for 1 l/&)1. To get the inequality for I &)/&)I we 
apply Theorem 13.4 and obtain an extra factor log’ t. 0 

13.7 Completion of the proof of the prime 
number theorem 

Now we are almost ready to complete the proof of the prime number theorem. 
We need one more fact from complex function theory which we state as a 
lemma. 

Lemma 4 Zff(s) has a pole of order k at s = a then the quotientp(s)/f(s) has a 
jirst order pole at s = a with residue -k. 

PROOF. We have f(s) = g(s)/(s - a)k, where g is analytic at a and g(a) # 0. 
Hence for all s in a neighborhood of a we have 

g’(s) 
f’(‘) = (s- a)k 

kg(s) 
ts _ a)k+ 1 

Thus 

f’(s) -k -=- 
f(s) 

I d(s) 
s-a g(s) 

This proves the lemma since g’(s)/&) is analytic at a. 0 

Theorem 13.8 Thefunction 

qs) = -r’(s) - 1 
i(s) S-l 

is analytic at s = 1. 

PROOF. By Lemma 4, -c’(s)/[(s) has a first order pole at 1 with residue 1, 
as does l/(s - 1). Hence their difference is analytic at s = 1. cl 

Theorem 13.9 For x 2 1 we have 

where the integral f? o. I h( 1 + it) I dt converges. Therefore, by the Riemann- 
Lebesgue lemma we have 

(24) Ii/l(X) - x212 

and hence 

be) N x asx-, co. 
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13 : Analytic proof of the prime number theorem 

PROOF. In Theorem 13.3 we proved that if c > 1 and x 2 1 we have 

where 

h(s) = ---A- _ r’(s) _ 1 
s(s -I- 1) ( Us) > s-l * 

Our first task is to show that we can move the path of integration to the line 
g = 1. To do this we apply Cauchy’s theorem to the rectangle R shown in 
Figure 13.3. The integral of xS- l h(s) around R is 0 since the integrand 

‘t I +iT c+iT . . - 

1 
*LJ 

0 I c 

1 

I I - 
I I 

1 -iT c-iT 

Figure 13.3 

is analytic inside and on R. Now we show that the integrals along the 
horizontal segments tend to 0 as T + co. Since the integrand has the same 
absolute value at conjugate points, it suffices to consider only the upper 
segment, t = 7: On this segment we have the estimates 

I S(Sq 1 I 5F 1 and 1 1 1 
s(s + l)(s - 1) S Tj S T2. 

Also, there is a constant M such that / c(s)/<(s)1 _< M log9 r if 0 2 1 and 
t 2 e. Hence if T 2 e we have 

IWl 5 
M log’ T 

T2 

so that 



13.8 : Zero-free regions for c(s) 

Therefore the integrals along the horizontal segments tend to 0 as T -+ co, 
and hence we have 

s 

c+mi 

s 

l+mi 

xs- ‘h(s) ds = xs- ‘h(s) ds. 
c-mi l-mi 

On the line CJ = 1 we write s = 1 + it to obtain 

1 
-4 

1 +mi 

27ci 
xs- ‘h(s) ds = & h(i + it)e” logX dt. 

1-mi 

Now we note that 

Ih(l + it)1 dt =. 

In the integral from e to co we have 

Ih(1 + it)I I 
M log’ t 

tZ 

so jp I h( 1 + it) I dt converges. Similarly, j1”, converges, so s? m I h( 1 + it) I dt 
converges. Thus we may apply the Riemann-Lebesgue lemma to obtain 
*l(x) - x2/2. By Theorem 13.1 this implies 1,4(x) - x as x -+ co, and this 
completes the proof of the prime number theorem. 0 

13.8 Zero-free regions for c(s) 

The inequality I l/C(s)1 < M log’ t which we proved in Theorem 13.7 for 
0 2 1 and t 2 e can be extended to the left of the line 0 = 1. The estimate is 
not obtained in a vertical strip but rather in a region somewhat like that 
shown in Figure 13.2 where the left boundary curve approaches the line 
0 = 1 asymptotically as t -+ 00. The inequality implies the nonvanishing of 
c(s) in this region. More precisely, we have: 

Theorem 13.10 Assume G 2 l/2. Then there exist constants A > 0 and C > 0 
such that 

whenever 

(25) l- A 
log9 

<all and t 2 e. 

This implies that [((T + it) # 0 iffa and t satisfy (25). 
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PFWOF. The triangle inequality, used in conjunction with Theorem 13.7, 
gives us 

(26) I((0 + it) I 2 I c(l -t it) I - I c( 1 + it) - i(a + it) I 

B 
’ log’ t 

-- - I[(1 + it) - C(cr + it)l, 

for some B > 0. To estimate the last term we write 

I[(1 + it) - ((0 + it)I = 
Is 

li’(u + it)du C ‘I&4 + it)1 du. 
I7 I J 0 

Since t 2 e we have log9 t 2 log; t so 1 - (A/log9 t) 2 1 - (A/log t). Thus, if 
g satisfies (25) for any A > 0 we can apply Theorem 13.4 to estimate 
) 5’(u + it) (, giving us 

li(l+it)--i(r~+it)J<M(l-o)logZ~<Mlog21&= 
MA 

log7. 

Using this in (26) we find 

I((0 +- it)1 > “,,y . 

This holds for some B > 0, any A > 0 and some M > 0 depending on A. A 
value of M that works for some A also works for every smaller A. Therefore 
we can choose A small enough so that B - MA > 0. If we let C = B - MA 
the last inequality becomes ) c(a -t it) I > C log- ’ t which proves the theorem 
for all 0 and t satisfying 

A 
l-- 

log9 t 
<: 0 < 1, and t 2 e. 

But the result also holds for g = 1 by Theorem 13.7 so the proof is complete. 
q 

We know that c(s) # 0 if 0 2 1, and the functional equation 

l(s) = 2(27c)l-.‘r(l - s)sin 
0 
y [(l - s) 

shows that c(s) # 0 if CJ I 0 except for the zeros at s = -2, -4, - 6, . . . 
which arise from the vanishing of sin(ns/2). These are called the “trivial” 
zeros of c(s). The next theorem shows that, aside from the trivial zeros, 
c(s) has no further zeros on the real axis. 

Theorem 13.11 Ifa > 0 we have 

(27) (1 - p’-s)Qs) = f q2. 
PI=1 

This implies that C(s) < 0 ifs is real and 0 < s < 1. 
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13.9: The Riemann hypothesis 

PROOF. First assume that 0 > 1. Then we have 

= (1 + 2-” + 3-” + . . .) - 2(2-” + 4-” + 6-” + . . .) 

= 1 _ 2-s + 3-s - 4-s + 5-s _ 6-s + . . . , 

which proves (27) for rr > 1. However, if Q > 0 the series on the right con- 
verges, so (27) also holds for cr > 0 by analytic continuation. 

When s is real the series in (27) is an alternating series with a positive sum. 
If 0 < s < 1 the factor (1 - 2l-“) is negative hence c(s) is also negative. 0 

13.9 The Riemann hypothesis 

In his famous &page memoir on rr(x) published in 1859, Riemann [58] 
stated that it seems likely that the nontrivial zeros of c(s) all lie on the line 
r~ = l/2, although he could not prove this. The assertion that all the non- 
trivial zeros have real part l/2 is now called the Riemann hypothesis. In 1900 
Hilbert listed the problem of proving or disproving the Riemann hypothesis 
as one of the most important problems confronting twentieth century 
mathematicians. To this day it remains unsolved. 

The Riemann hypothesis has attracted the attention of many eminent 
mathematicians and a great deal has been discovered about the distribution 
of the zeros of C(s). The functional equation shows that all the nontrivial 
zeros (if any exist) must lie in the strip 0 < g < 1, the so-called “critical 
strip.” It is easy to show that the zeros are symmetrically located about the 
real axis and about the “critical line” CJ = l/2. 

In 1915 Hardy proved that an infinite number of zeros are located on the 
critical line. In 1921 Hardy and Littlewood showed that the number of zeros 
on the line segment joining l/2 to (l/2) + iT is at least AT for some positive 
constant A, if T is sufficiently large. In 1942 Selberg improved this by showing 
that the number is at least AT log T for some A > 0. It is also known that 
the number in the critical strip with 0 < t < T is asymptotic to T log T/2n: 
as T + co, so Selberg’s result shows that a positive fraction of the zeros lie 
on the critical line. Recently (1974) Levinson showed that this fraction is 
at least 7/10. That is, the constant in Selberg’s theorem satisfies A 2 7/2Orc. 

Extensive calculations by Gram, Backlund, Lehmer, Haselgrove, Rosser, 
Yohe, Schoenfeld, and others have shown that the first three-and-a-half 
million zeros above the real axis are on the critical line. In spite of all this 
evidence in favor of the Riemann hypothesis, the calculations also reveal 
certain phenomena which suggest that counterexamples to the Riemann 
hypothesis might very well exist. For a fascinating account of the story of 
large-scale calculations concerning c(s) the reader should consult [17]. 
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13.10 Application to the divisor function 
The prime number theorem can sometimes be used to estimate the order of 
magnitude of multiplicative arithmetical functions. In this section we use it to 
derive inequalities for d(n), the number of divisors of n. 

In Chapter 3 we proved that the average order of d(n) is log n. When n is 
prime we have d(n) = 2 so the growth of d(n) is most pronounced when n 
has many divisors. Suppose n is the product of all the primes IX, say 

(28) n = 2,3.5.... Pn(x) . 

Since d(n) is multiplicative we have 

d(n) = d(2)d(3) . . . d(p,,,,) = 2’+). 

For large x, rc(x) is approximately x/log x and (28) implies that 

log n = 1 log p = 9(x) - x 
PSX 

so 2ncx) is approximately 2 log”/ log log”. Now 

2 a 1ogn _ _ ea logn log2 = nn log2 

hence 2 l%n/ log logn = n log 2/ log logn . In other words, when n is of the form (28) 
then d(n) is approximately 2 log “/ log ‘a ” = n log 2/ log log n. 

By pursuing this idea with a little more care we obtain the following 
inequalities for d(n). 

Theorem 13.12 Let E > 0 be given. Then we have: 

(a) There exists an integer N(E) such that n 2 N(E) implies 
(qn) < p+ E) log II/ log log” = ,(l + E) log 2/ log log n. 

(b) For infinitely many n we have 

qn) > 2” -&) log n/ log log n = ,(1-E) log 2/ log log n* 

Note. These inequalities are equivalent to the relation 

log d(n)log log n 
lim sup - 

log n 
= log 2. 

n-+m 

PRooF. Write n = pie* . . . pka*, so that d(n) = nf=i (ai + 1). We split the 
product into two parts, separat.ing those prime divisors < f(n) from those 
2 f(n), wheref(n) will be specified later. Then d(n) = Pl(n)P2(n) where 

PI(n) = l-I (ai + 1) and P2(n) = n (ai + 1). 
Pi < f(n) Pi 2 f(n) 
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In the product P,(n) we use the inequality (a + 1) I 2” to obtain P,(n) I 
2’(“), where 

S(n) = ~ Ui. 
i=l 

Pi 1 f(n) 

Now 

hence 

n = fip,“’ 2 fl pFi 2 n f(nyi = f(n)s(“), 
i=l Pi z f(n) Pi 2 J(n) 

log n 2 S(n)log f(n), 
log n 

or S(n) I log f(n). 

This gives us 

(29) p,(n) 5 2 losn/ logf(n). 

To estimate Pi(n) we write 

PI(n) = exp 
r 

1 lOg(Ui + 1) 
Pi <f(n) 

and show that lOg(Ui + 1) < 2 log log n if n is sufficiently large. In fact, 
we have 

n 2 piai 2 2”’ 

hence 

Therefore 

log n 2 ai log 2, or Ui I log n/log 2. 

log n 
l+UiIl+- 

log 2 
< (log n)’ if n 2 n, 

for some nl. Thus n 2 n1 implies log(1 + ai) < log(log n)” = 2 log log n. 
This gives us 

PI(n) < exp 
i 

2 log log n 1 1 I exp(2 log log nn(f(n))}. 
Pi <f(n) I 

Using the inequality x(x) < 6x/lag x (see Theorem 4.6) we obtain 

(30) Pl(4 < ev 
i 

12f(n)log log n 

= log f(n) I 
2C/(“) log log n/ log f(n) 

> 

where c = 12/lag 2. Combining (29) and (30) we obtain d(n) = Pl(n)Pz(n) < 
28(“) where 

s(n) = 
log n + cf(n)log log n log n 

1 + cf(n) loi3 log n 
log n 

log f(n) = log log n lois f(n) ' 
log log n 
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Now we choose f(n) to make f(n)log log n/log n + 0 and also to make 
1% fGwx 1% n + 1 as n + a). For this it suffices to take 

log n 
f(n) = (log log n)’ . 

Then 

log n 1 + o(1) g(n) = -- ~ =: log n 
log log n 1 + o(l) log log n 

(1 + o(1)) < (1 + E) lo;;; II 

if n 2 N(E) for some N(E). This proves part (a). 
To prove part (b) we pick a set of integers n with a large number of prime 

factors. In fact, we take n to be the product of all the primes I x. Then 
n + 03 if and only if x + co. For such n we have, by the prime number 
theorem, 

d(n) = 2. n(x) - 2’1 +o(l)w lorx - 

Also for such n we have 

log n = 1 log p = 9(x) = x(1 + o(1)) 
PlX 

so 

log n 
x = -- = (1 + o(l))log n 

1 + ‘O(1) 

hence 

log x = log log n + log(1 + o( 1)) = log log n 1 + Wl + o(l)) 
log log n 

= (1 + o(l))log log n. 

Therefore x/log x = (1 + o(l))log n/log log n and 

d(n) = 2(1+0(l)) lwn/ lw? logn 

for such n. But 1 + o(1) > 1 - E if n 2 N(E) for some N(E), and this proves (b). 
Cl 

Note. As a corollary of Theorem 13.12 we obtain the relation 

(31) d(n) = o(d) 

for every 6 > 0. This result can also be derived without the use of the prime 
number theorem. (See Exercise 13.13.) 
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13.11 Application to Euler’s totient 
The type of argument used in the foregoing section can also be used to 
obtain inequalities for q(n). When n is prime we have q(n) = n - 1. When n 
has a large number of prime factors q(n) will be much smaller. In fact, if n 
is the product of all primes IX we have 

q(n) = n n 1 - k . 
p2.X ( ) 

The next theorem gives the asymptotic behavior of this product for large x. 

Theorem 13.13 There is a positive constant c such that, for x 2 2, 

(32) 4 > 
l-1 =c+o 1 

PSI- P log x ( > logzx’ 

Note. It can be shown that c = eFC, where C is Euler’s constant. (See [31].) 

PROOF. LetP(x)denotetheproductin(32). Then log P(x) = cpcX log(1 - l/p). 
To estimate this sum we use the power series expansion 

-log(l - t) = t + ; + ; + . . . + ; + . . . (ItI < 1) 

with t = l/p. Transposing one term we find, with ap = -log(l - l/p) - l/p, 

0 < ap = $ + + + .** 
11 1 

( ) 

1 
<j p”+p”+- =2&4y 

This inequality shows that the infinite series 

(33) 

converges, since it is dominated by En”= 2 l/n(n - 1). If B denotes the sum of 
the series in (33) we have 

Ia,= zap< 1 I----=- 1 1 
O<B- --- 

p5.X P’X nrx n(n - 1) n n-l > 0 
&IL 

x . 

Hence 

or 

-logP(x)=p;X;+B+O; . 
0 
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But by Theorem 4.12 the sum on the right is log log x + A + O(l/log x) so 

Therefore 

P(x) = exp{log P(x)] = eeBmAe- log ‘Ogxeo(ll 1°gx). 

Now let c = emBeA and use the inequality e” = 1 + O(u) for 0 < u < 1 to 
obtain 

P(x) = 
&{l+((i&)}=&L+o(&). 

This completes the proof. cl 

Theorem 13.14 Let c be the constant of Theorem 13.13, and let E > 0 be given. 
(a) There exists an N(E) such that 

q(n) 2 (1 -- E) cn 
log log n 

for all n 2 N(E). 

(b) For injinitely many n we have 

q(n) I (1 + E) cn 
log log n ’ 

In other words, 
lim ilnf cp(n)log 1% n 

= c. 
n-+mz n 

PROOF. We prove part (b) first. Take n = nPSx p. Then 

v(n) -= 
4 ) 

1-A - c ;o 1 
n P4X P log x ( 1 logzx’ 

But log n = 9(x) = (1 + o(l))x, so log log n = (1 + o(l))log x, hence 

44 41 + 41)) -=--- 
n log log n +“((&7&)=cEg+i~i!“(1 +‘)logFogn 

if n 2 N(E) for some N(E). This proves (b). 
To prove (a) take any n > 1 and write 

44 -= 
n 4 ) Pb 

1 - k = P,(n)P*(n) 

where 

and P,(n) = n 
PI” 

p> logn 
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Then 

(34) P,(n) ’ l-I p,n (l-L&)=(1-&)i(“) 
p’ logn 

wheref(n) is the number of primes which divide n and exceed log n. Since 

n 2 n p > n p 2 (log n)fCn) 
Pb Pin 

p> logn 

we find log n > f(n)log log n, so f(n) < log n/log log n. Since 1 - (l/log n) 
< 1, inequality (34) gives us 

log n/ log log n 

Now (1 - (l/u))” + e -’ as u -+ cc so the last member in (35) tends to 1 as 
n --f co. Hence (35) gives us 

Pz(n) > 1 + o(l) as n + co. 

Therefore 

q = Pl(n)Pz(n) > (1 + o(1)) fl 1 - k 2 (1 + o(1)) n 1 
Pin ( > ps logn ( 

ps logn 

= (1 + 41)) io& (1 + 41)) 2 (1 - 4 log ;,, n 

if n 2 N(E). This proves part (a). q 

13.12 Extension of P6lya’s inequality for 
character sums 

1 

--I P 

We conclude this chapter by extending Polya’s inequality (Theorem 8.21) to 
arbitrary nonprincipal characters. The proof makes use of the estimate for 
the divisor function, 

obtained in (31). 

d(n) = O(d) 

Theorem 13.15 If x is any nonprincipal character mod k, then for all x 2 2 
we have 
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PROOF. If x is primitive, Theorem 8.21 shows that 

Now consider any nonprincipal character x mod k and let c denote the 
conductor of x. Then c 1 k, c < k, and we can write 

x(m) = 4&h(m) 

where x1 is the principal character mod k and $ IS a primitive character 
mod c. Then 

(36) < & 1% c; IPc(4w)l 

because I,$ is primitive mod c. In the last sum each factor I&f)+(d)1 is either 
0 or 1. If 1 p(d)@(d) 1 = 1 then 1 p(d) I = 1 so d is a squarefree divisor of k, say 

d = ~1~2 . . . PI. 

Also, 1 $(d)l = 1 so (d, c) = 1, which means no prime factor pi divides c. 
Hence each pi divides k/c so d divides k/c. In other words, 

for every 6 > 0. In particular, d(k/c) = O(Jklc) so (36) implies 

L>(m) = O($&logc) = O($logc)= O(filogk). q 

Exercises for Chapter 13 

1. Chebyshev proved that if $(x)/x tends to a limit as x -+ cc then this limit equals 1. 
A proof was outlined in Exercise 4.26. This exercise outlines another proof based 
on the identity 

(37) - r’(s) 
- =: s 

i(s) I 

“!&ldx 

l xs+l ’ 
(a> 1) 

given in Exercise 11.1(d). 

(a) Prove that (1 - s)i’(s)/&) -+ 1 as s -+ 1. 
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(b) 

(4 

Exercises for Chapter 13 

Let 6 = lim sup($(x)/x). Given E > 0, choose N = N(E) so that x 2 N implies 
x-cc 

i&x) < (6 + E)X. Keep s real, 1 < s < 2, split the integral in (37) into two parts, 
s;” + s$, and estimate each part to obtain the inequality 

2!<qE)+-, s(6 + E) 

i(s) - s-l 

where C(E) is a constant independent of s. Use (a) to deduce that 6 2 1. 
Let y = lim inf($(x)/x) and use a similar argument to deduce that y I 1. 

x-cc 
Therefore if $(x)/x tends to a limit as x -+ cc then y = 6 = 1. 

2. Let A(x) = xnSx a(n), where 

44 = 1 

i 

0 if n # a prime power, 

i 
if n = pk. 

Prove that A(x) = K(X) + O(& log log x). 

3. (a) If c > 1 and x # integer, prove that if x > 1, 

1 

I 

c+ eni 

- 
27ri e-mi 

log i(s) xds = a(x) + f .(x1”) + f TZ(X~‘~) + . . . . 
S 

(b) Show that the prime number theorem is equivalent to the asymptotic relation 

2;i - 
s 

-m,‘log c(s) x” ds - x 
c cm, S log x 

asx+co. 

A proof of the prime number theorem based on this relation was given by Landau 
in 1903. 

4. Let M(x) = xnSx p(n). The exact order of magnitude of M(x) for large x is not 
known. In Chapter 4 it was shown that the prime number theorem is equivalent to 
the relation M(x) = o(x) as x -+ co. This exercise relates the order of magnitude of 
M(x) with the Riemann hypothesis. 

Suppose there is a positive constant 0 such that 

Prove that the formula 

M(x) = 0(x0) for x 2 1. 

1 
-ES 
i(s) s 

m MWddx 
l xs+ l ’ 

which holds for cr > 1 (see Exercise 11.1(c)) would also be valid for 0 > 0. Deduce 
that i(s) # 0 for 0 > 0. In particular, this shows that the relation M(x) = O(X~~‘+‘) 
for every E > 0 implies the Riemann hypothesis. It can also be shown that the 
Riemann hypothesis implies M(x) = 0(x ‘j2+‘) for every E > 0. (See Titchmarsh [69], 
p. 315.) 
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13 : Analytic proof of the prime number theorem 

5. Prove the following lemma, whrch is similar to Lemma 2. Let 

.4,(x) = 
s 

Q&ldu 

1 u 

where A(u) is a nonnegative increasing function for u 2 1. If we have the asymptotic 
formula 

A,(x) - Lx’ asx-+co, 

for some c > 0 and L > 0, then we also have 

A(x) - CLX’ asx-+co. 

6. Prove that 

1 

4 

*+mi I 

27ri 
$ds=O ifO<y< 1. 

2-ai s 

What is the value of this integral if y 2 l? 

7. Express 

as a finite sum involving A(n). 

8. Let x be any Dirichlet character mod k with x, the principal character. Define 

F(a, t) = 3 4 (a, xl) + 4 g (a + it, 2) + g (a + 2it, x2). 

If CT > 1 prove that F(a, t) has real part equal to 

- fI $ Re{3jyi(n) + 4~(n)n-” + x2(n)n-2i’} 

and deduce that Re F(u, t) I 0. 

9. Assume that L(s, 2) has a zero of order m 2 1 at s = 1 + it. Prove that for this t 
we have: 

(a) : ((r + it, 1) = 2 + O(l) ascr-, l+, 

and 

(b) there exists an integer Y 2 0 such that 

k (a + 2it, x2) = &+0(l) ase+l+, 

except when x2 = x1 and t := 0. 

10. Use Exercises 8 and 9 to prove that 

L(1 + it, x) # 0 for all real t if x2 # xi 
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Exercises for Chapter 13 

and that 

L(1 + it, x) # 0 for all real t # 0 if 1’ = x1. 

[Hint: Consider F(o, t) as Q -+ 1 + .] 

11. Foranyarithmeticalfunctionf(n),provethat thefollowing statements are equivalent: 

(a) f(n) = O(n’) for every E > 0 and all n 2 n,. 
(b) f(n) = o(n’) for every 6 > 0 as n -+ co. 

12. Letf(n) be a multiplicative function such that if p is prime then 

f (P”) -+ 0 asp”+ co. 

That is, for every E > 0 there is an N(E) such that 1 f(pm) 1 < E whenever pm > N(E). 
Prove thatf(n) -+ 0 as n -+ CO. 
[Hint: There is a constant A > 0 such that If( < A for all primes p and all 
m 2 0, and a constant B > 0 such that 1 &I”) 1 < 1 whenever pm > B.] 

13. If tl 2 0 let a,(n) = zln d”. Prove that for every S > 0 we have 

o.(n) = o(n@+‘) as n + co. 

[Hint: Use Exercise 12.1 
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14 Partitions 

14.1 Introduction 

Until now this book has been concerned primarily with multiplicative number 
theory, a study of arithmetical functions related to prime factorization of 
integers. We turn now to another branch of number theory called additioe 
number theory. A basic problem here is that of expressing a given positive 
integer n as a sum of integers from some given set A, say 

where the elements ai are special numbers such as primes, squares, cubes, 
triangular numbers, etc. Each representation of n as a sum of elements of A 
is called a partition of n and we are interested in the arithmetical function 
A(n) which counts the number of partitions of n into summands taken from A. 
We illustrate with some famous examples. 

Goldbacb conjecture Every even n > 4 is the sum of two odd primes. 

In this example ,4(n) is the number of solutions of the equation 

(1) n=Pl +p29 

where the pi are odd primes. Goldbach’s assertion is that ,4(n) 2 1 for even 
n > 4. This conjecture dates back to 1742 and is undecided to this date. 
In 1937 the Russian mathematician Vinogradov proved that every sufficiently 
large odd number is the sum of three odd primes. In 1966 the Chinese 
mathematician Chen Jing-run proved that every sufficiently large even 
number is the sum of a prime plus a number with no more than two prime 
factors. (See [lo].) 
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14.1: Introduction 

Representation by squares For a given integer k 2 2 consider the partition 
function rk(n) which counts the number of solutions of the equation 

(2) n = xl2 + . . . + xk2, 

where the xi may be positive, negative or zero, and the order of summands 
is taken into account. 

For k = 2,4, 6, or 8, Jacobi [34] expressed rk(n) in terms of divisor func- 
tions. For example, he proved that 

r2(n) = Q&(n) - d&N, 

where dl(n) and d,(n) are the number of divisors of n congruent to 1 and 3 
mod 4, respectively. Thus, r2(5) = 8 because both divisors, 1 and 5, are 
congruent to 1 mod 4. In fact there are four representations given by 

5 = 22 + 12 = (-2)2 + l2 = (-2)2 + (-1)2 = 22 + (-1)2, 

and four more with the order of summands reversed. 
For k v 4 Jacobi proved that 

r4(n) = c d = 80(n) if n is odd, 
din 

= 24 1 d if n is even. 
din 

dodd 

The formulas for r6(n) and r,(n) are a bit more complicated but of the same 
general type. (See [14].) 

Exact formulas for rk(n) have also been found for k = 3, 5, or 7; they 
involve Jacobi’s extension of Legendre’s symbol for quadratic residues. 
For example, if n is odd it is known that 

r,(n) = 24 c (mln) ifn = 1 (mod4) 
m4nl4 

= 8 c (ml4 if n = 3 (mod 4), 
rn~?l/2 

where now the numbers x1, x2, x3 in (2) are taken to be relatively prime. 
For larger values of k the analysis of rk(n) is considerably more complicated 

There is a large literature on the subject with contributions by Mordell, 
Hardy, Littlewood, Ramanujan, and many others. For k 2 5 it is known that 
r&n) can be expressed by an asymptotic formula of the form 

(3) h(n) = b%(n) + &(n), 
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14: Partitions 

where p,(n) is the principal term, given by the infinite series 

and R,(n) is a remainder term of smaller order. The series for p,(n) is called 
the singular series and the numbers G(h; q) are quadratic Gauss sums, 

G(h; q) = i e2nihr2/qe 

r=l 

In 1917 Mordell noted that rk(n) is the coefficient of x” in the power series 
expansion of the kth power of ,the series 

9 = 1 + 2 f xnz. 
n=l 

The function 9 is related to elliptic modular functions which play an im- 
portant role in the derivation of (3). 

Waring’s problem To determine whether, for a given positive integer k, there 
is an integer s (depending only on k) such that the equation 

(4) n = xlk + xzk + . . . + xSk 

has solutions for every n 2 1. 

The problem is named for the English mathematician E. Waring who 
stated in 1770 (without proof and with limited numerical evidence) that every 
n is the sum of 4 squares, of 9 cubes, of 19 fourth powers, etc. In this example 
the partition function A(n) is the number of solutions of (4), and the problem 
is to decide if there exists an s lsuch that A(n) 2 1 for all n. 

Ifs exists for a given k then there is a least value of s and this is denoted by 
g(k). Lagrange proved the existence of g(2) in 1770 and, during the next 139 
years, the existence of g(k) was shown for k = 3,4, 5, 6, 7, 8 and 10. In 1909 
Hilbert proved the existence of g(k) for every k by an inductive argument 
but did not determine its numerical value for any k. The exact value of g(k) 
is now known for every k except k = 4. Hardy and Littlewood gave an 
asymptotic formula for the number of solutions of (4) in terms of a singular 
series analogous to that in (3). For a historical account of Waring’s problem 
see W. J. Ellison [18]. 

Unrestricted partitions 

One of the most fundamental problems in additive number theory is that 
of unrestricted partitions. The set of summands consists of all positive 
integers, and the partition function to be studied is the number of ways n 
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14.2: Geometric representation of partitions 

can be written as a sum of positive integers I n, that is, the number of 
solutions of 

(5) n = Ui, + Ui2 + ” ’ 

The number of summands is unrestricted, repetition is allowed, and the 
order of the summands is not taken into account. The corresponding partition 
function is denoted by p(n) and is called the unrestricted partition function, 
or simply the partitionfunction. The summands are called parts. For example, 
there are exactly five partitions of 4, given by 

4=3+1=2+2=2+1+1=1+1+1+1, 

so p(4) = 5. Similarly, p(5) = 7, the partitions of 5 being 

5=4+1=3+2=3+1+1=2+2+1=2+1+1+1 
=l+l+l+l+l. 

The rest of this chapter is devoted to a study of p(n) and related functions. 

14.2 Geometric representation of partitions 

There is a simple way of representing partitions geometrically by using a 
display of lattice points called a graph. For example, the partition of 15 given 
by 

6+3+3+2+1 

can be represented by 15 lattice points arranged in five rows as follows: 

. . . 

. . . 

If we read this graph vertically we get another partition of 15, 

5+4+3+1+1+1. 

Two such partitions are said to be conjugate. Note that the largest part in 
either of these partitions is equal to the number of parts in the other. Thus we 
have the following theorem. 

Theorem 14.1 The number of partitions of n into m parts is equal to the number of 
partitions of n into parts, the largest of which is m. 

Several theorems can be proved by simple combinatorial arguments 
involving graphs, and we will return later to a beautiful illustration of this 
method. However, the deepest results in the theory of partitions require 
a more analytical treatment to which we turn now. 

307 



14: Partitions 

14.3 Generating functions for partitions 
A function F(s) defined by a Dirichlet series F(s) = 1 f(n)n-” is called a 
generatingfunction of the coefficientsf(n). Dirichlet series are useful generat- 
ing functions in multiplicative number theory because of the relation 

n-sm-s = (nm)-s. 

In additive number theory it is more convenient to use generating functions 
represented by power series, 

because X”X~ = x”+~. The next theorem exhibits a generating function for 
the partition function p(n). 

Theorem 14.2 Euler. For 1 x 1 < 1 we haoe 

where p(O) = 1. 

PROOF. First we give a formal derivation of this identity, ignoring questions 
of convergence, then we give a more rigorous proof. 

If each factor in the product is expanded into a power series (a geometric 
series) we get 

fjJ$= (1 + x + x2 + *.a)(1 + x2 + x4 + .*-)(l + x3 + x6 + .*-)..* 

Now we multiply the series on the right, treating them as though they were 
polynomials, and collect like powers of x to obtain a power series of the form 

1 + f a(k)xk. 
k=l 

We wish to show that a(k) = p(k). Suppose we take the term xkl from the 
first series, the term xZk2 from the second, the term x3k3 from the third,. . . , and 
the term x’““, from the mth, where each ki 2 0. Their product is 

say, where 

XktX2kzX3k3 . . . Xmk, = xk 
, 

k = kl + 2k2 + 3k, + -.. + mk,. 

This can also be written as follows: 

k = (1 + 1 + . . . + 1) + (2 + 2 + . . . + 2) + . . - + (m + m + . . . + m), 
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14.3 : Generating functions for partitions 

where the first parenthesis contains k, ones, the second k2 twos, and so on. 
This is a partition of k into positive summands. Thus, each partition of k 
will produce one such term xk and, conversely, each term xk comes from a 
corresponding partition of k. Therefore a(k), the coefficient of xk, is equal to 
p(k), the number of partitions of k. 

The foregoing argument is not a rigorous proof because we have ignored 
questions of convergence and we have also multiplied together infinitely 
many geometric series, treating them as though they were polynomials. 
However, it is not difficult to transform the above ideas into a rigorous proof. 

For this purpose we restrict x to lie in the interval 0 I x -C 1 and introduce 
two functions, 

and W4 = kfll & = lim F,(x). 
m-+m 

The product defining F(x) converges absolutely if 0 I x < 1 because its 
reciprocal n(l - xk) converges absolutely (since the series c xk converges 
absolutely). Note also that for each fixed x the sequence {F,(x)} is increasing 
because 

~m+,W = l _ 1,,,, F,(x) 2 F,(x). 

Thus F,(x) I F(x) for each fixed x, 0 I x < 1, and every m. Now F,(x) 
is the product of a finite number of absolutely convergent series. Therefore 
it, too, is an absolutely convergent series which we can write as 

F,(x) = 1 + f p,(k)xk. 
k=l 

Here p,(k) is the number of solutions of the equation 

k = kl + 2kz + . . . + mk,. 

In other words, p,(k) is the number of partitions of k into parts not exceeding 
m. If m 2 k, then p,(k) = p(k). Therefore we always have 

pm(k) I p(k) 

with equality when m 2 k. In other words, we have 

lim p,(k) = p(k). 
m-tm 

Now we split the series for F,(x) into two parts, 

F,(x) = f pm(k)xk + f pmWk 
k=O k=m+l 

= k~oN4xk + f p,(Wxk. 
k=m+l 
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14: Partitions 

Since x 2 0 we have 

k&(k)xk I F,(x) I F(x). 

This shows that the series ckm,O p(k)xk converges. Moreover, since p,(k) I 
p(k) we have 

so, for each fixed x, the series 1 p,(k)xk converges uniformly in m. Letting 
m + 00 we get 

F(x) = lim F,(x) = lim f p,(k)xk = f lim pm(x)xk = kgO#)xk, 
m+m m+m k=O k=O m+m 

which proves Euler’s identity for 0 < x < 1. We extend it by analytic 
continuation to the unit disk 1 x 1 < 1. 0 

Table 14.1 Generating functions 

Generating function 
The number of partitions of n 
into parts which are 

odd 

even 

squares 

primes 

unequal 

odd and unequal 

a 

even and unequal 

+ Xrn2) distinct squares 

distinct primes 
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By similar arguments we can readily find the generating functions of many 
other partition functions. We mention a few examples in Table 14.1. 

14.4 Euler’s pentagonal-number theorem 

We consider next the partition function generated by the product n(l - xm), 
the reciprocal of the generating function of p(n). Write 

00 m 

l-I (1 - xrn) = 1 + 1 u(n)x”. 
m=l ?I=1 

To express a(n) as a partition function we note that every partition of n 
into unequal parts produces a term x” on the right with a coefficient + 1 or 
- 1. The coefficient is + 1 if x” is the product of an even number of terms, and 
- 1 otherwise. Therefore, 

44 = lb(n) - PO@4 

where p,(n) is the number of partitions of n into an even number of unequal 
parts, and p,(n) is the number of partitions into an odd number of unequal 
parts, Euler proved that p,(n) = p,(n) for all n except those belonging to a 
special set called pentagonal numbers. 

The pentagonal numbers 1,5,12,22, . . . were mentioned in the Historical 
Introduction. They are related to the pentagons shown in Figure 14.1. 

. Q 8 @ 
I I +4=5 1+4+7=12 I +4+7+10=13 

Figure 14.1 

These numbers are also the partial sums of the terms in the arithmetic 
progression 

1, 4, 7, 10, 13, . . .) 3n + 1, . . . 

If o(n) denotes the sum of the first n terms in this progression then 

n-l 

o(n) = c(3k + 1) = 
3n(n - 1) + Iz = 3n2 - n 

k=O 2 2 

The numbers w(n) and o( -n) = (3n2 + n)/2 are called the pentagonal 
numbers. 
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14: Partitions 

Theorem 14.3 Euler’s pentagonal-number theorem. If 1 x 1 -C 1 we have 

JI,(l - xrn) = 1 - x - 9 + x5 + x7 - xl2 - xl5 + ... 

= 1 + f (-l)“{x”‘“’ + xw”)} = 5 (- l)nXdN. 
n=l “=-CC 

PROOF. First we prove the result for 0 I x < 1 and then extend it to the disk 
Ix 1 < 1 by analytic continuation. Define P, = So = 1 and, for n 2 1, let 

P, = fi (1 - Y) and& = 1 + i(-l)‘{x@ + xw(-r) 1. 
*=l r=l 

The infinite product n(l - xm) converges so P, + n(l - xm) as n + co. 
We will prove (using a method of Shanks [63]) that 

(6) IS” - P,I 5 nxn+’ 

Since nx”+ l + 0 as n -+ cc this will prove Euler’s identity for 0 I x < 1. 
To prove (6) we let g(r) = r(r + I)/2 and introduce the sums 

F, = i(-1)‘~X’“+B”‘. 

r=O r 

We show first that F, is a disguised form of S,. It is easily verified that 
F1 = S1 = 1 - x - x2. Therefore, if we show that 

F, - F,- 1 = S, - S,._ 1, or F, - S, = F,-, - Sn-l, 

this will prove that F, = S, for all n 2 1. Now 

F, - Fnpl = ~(-+r”+g’r’ - 

r=O r 

In the first sum we write P, = (1 - x”)P,- i and separate the term with I = n. 
Then we distribute the difference 1 - x” to obtain 

F 
n 

- F,- 1 = (- l)nxn2+g(n) 

Now combine the first and third sums and note that the term with I = 0 
cancels. In the second sum we shift the index and obtain 

n-l 
F, - F,- 1 = (- l)n~“*+~(“) + ,gl(- I)‘!+ xr(“- l)+gw(Xr - 1) 

r 

_ ,g 1)‘- 1 g!y X*n+g(*- 1). 
r 1 
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But (x’ - 1)/P, = - l/P,- i and r(n - 1) + g(r) = rn + g(r - 1) so the last 
two sums cancel term by term except for the term with r = n in the second 
sum. Thus we get 

F, - F,- 1 = (- l)nX”*+g(n) + (- l)nX”*+dn-l). 

But 

n(n + 1) 
nz + g(n) = n2 + 2 = d-4 and nz + g(n - 1) = o(n), 

so 

F, - F,- 1 = (- l)n{x*“) + x0(-“)} = S, - S,- i, 

and hence F, = S, for all n 2 1. In the sum defining F, the first term is P, so 

F, = p, + i (-I)‘? f’+g(‘), 
r=l I 

Note that 0 < P,/P, I 1 since 0 < x < 1. Also, each factor x’“+g(‘) I x”+ ’ 
so the sum on the right of (7) is bounded above by nx”+ ‘. Therefore 1 F, - P, 1 
I nx”+’ and, since F, = S,, this proves (6) and completes the proof of 
Euler’s identity. 0 

14.5 Combinatorial proof of Euler’s 
pentagonal-number theorem 

Euler proved his pentagonal-number theorem by induction in 1750. Later 
proofs were obtained by Legendre in 1830 and Jacobi in 1846. This section 
describes a remarkable combinatorial proof given by F. Franklin [22] in 
1881. 

We have already noted that 

fi (1 - xm) = 1 + f {p,(n) - p,(n)>x”, 
m=l II=1 

where p,(n) is the number of partitions of n into an even number of unequal 
parts, and p,(n) is the number of partitions into an odd number of unequal 
parts. Franklin used the graphical representation of partitions by lattice 
points to show that there is a one-to-one correspondence between partitions 
of n into an odd and even number of unequal parts, so that p,(n) = p,(n), 
except when n is a pentagonal number. 

Consider the graph of any partition of n into unequal parts. We say the 
graph is in standard form if the parts are arranged in decreasing order, as 
illustrated by the example in Figure 14.2. The longest line segment connecting 
points in the last row is called the base of the graph, and the number of 
lattice points on the base is denoted by b. Thus, b 2 1. The longest 45” 
line segment joining the last point in the first row with other points in the 
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. . . . . . 

. . . . . 
- Slope (s = 4) 

/ 
. . . . 

. . . 

T- Bnsc 111 = 2) 

Figure 14.2 

graph is called the slope, and the number of lattice points on the slope is 
denoted by s. Thus, s 2 1. In Figure 14.2 we have b = 2 and s = 4. 

Now we define two operations A and B on this graph. Operation A moves 
the points on the base so that they lie on a line parallel to the slope, as 
indicated in Figure 14.3(a). Operation B moves the points on the slope so that 
they lie on a line parallel to the base, as shown in Figure 14.3(b). We say an 
operation is permissible if it preserves the standard form of the graph, that is, 
if the new graph again has unequal parts arranged in descending order. 

. . . . . . . . . . . a’ . . . . 
J 

,’ . . . . . . . . . . . . . . . . . . A . . . / 

-i 
B 

*-a-*-* 

(a) Operation A (I>) Operntion B 

Figure 14.3 

If A is permissible we get a new partition of n into unequal parts, but the 
number of parts is one less than before. If B is permissible we get a new 
partition into unequal parts, but the number of parts is one greater than 
before. Therefore, if for every partition of n exactly one of A or B is per- 
missible there will be a one-to-one correspondence between partitions of n 
into odd and even unequal parts, so p,(n) = p,(n) for such n. 

To determine whether A or B is permissible we consider three cases: 
(1) b < s; (2) b = s; (3) b > s. 

Case 1: If b < s then b I s - 1 so operation A is permissible but B is not 
since B destroys the standard form. (See Figure 14.3.) 

Case 2: If b = s, operation B is not permissible since it results in a new 
graph not in standard form. Operation A is permissible except when the 
base and slope intersect, as shown in Figure 14.4(a), in which case the new 
graph is not in standard form. 

Case 3: If b > s, operation A is not permissible, whereas B is permissible 
except when b = s + 1 and the base and slope intersect, as shown in Figure 
14.4(b). In this case the new graph contains two equal parts. 

Therefore, exactly one of A or B is permissible with the two exceptions 
noted above. Consider the first exceptional case, shown in Figure 14.4(a), 
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14.6: Euler’s recursion formula for p(n) 

(a ) /I = s (b) h=s+ I 

Figure 14.4 Neither A nor B is permissible. 

and suppose there are k rows in the graph. Then b = k also so the number 
n is given by 

n = k + (k + 1) + ... + (2k - 1) = 
3k2 - k 
~ = o(k). 

2 

For this partition of n we have an extra partition into even parts if k is even, 
and an extra partition into odd parts if k is odd, so 

p,(n) - p,(n) = (- lJk. 

In the other exceptional case, shown in Figure 14.4(b), there is an addi&., al 
lattice point in each row so 

3k2 - k 
n=-+k= 

3k2 + k 
2 

~ = o(-k) 
2 

and again p,(n) - p,(n) = (- l)k. This completes Franklin’s proof of S 

identity. 

14.6 Euler’s recursion formula for p(n) 

Theorem 14.4 Let p(0) = 1 and dejine p(n) to be 0 if n < 0. Then for n 2 1 
we have 

(8) p(n) - p(n - 1) - p(n - 2) + p(n - 5) + p(n - 7) + . . . = 0, 

or, what amounts to the same thing, 

p(n) = f’ (- l)k+ ’ {p(n - o(k)) + p(n - o( - k))}. 
k=l 

PROOF. Theorems 14.2 and 14.3 give us the identity 

( 
1 + f (- l)k{X”‘k’ 

k=l 

+ x4-k)j)(~~(m)xm) = 1. 

If n 2 1 the coefficient of x” on the right is 0 so we immediately obtain (8) 
by equating coefficients. 0 

315 



14 : Partitions 

MacMahon used this recursion formula to compute p(n) up to n = 200. 
Here are some sample values from his table. 

P(l) = 1 

P(5) = 7 
~(10) = 42 
~(15) = 176 
~(20) = 627 

~(25) = 1,958 
~(30) = 5,604 

~(40) = 37,338 

~(50) = 204,226 

~(100) = 190,569,292 
~(200) = 3,972,999,029,388 

These examples indicate that p(n) grows very rapidly with n. The largest 
value of p(n) yet computed is p(14,031), a number with 127 digits. D. H. 
Lehmer [42] computed this number to verify a conjecture of Ramanujan 
which asserted that ~(14,031) = 0 (mod 1 14). The assertion was correct. 
Obviously, the recursion formula in (8) was not used to calculate this value 
of p(n). Instead, Lehmer used an asymptotic formula of Rademacher [54] 
which implies 

eKfi 
p(n) - - 

4nJ5 
asn+co, 

where K = r~(2/3)“~. For n = 200 the quantity on the right is approximately 
4 x 1012 which is remarkably close to the actual value of ~(200) given in 
MacMahon’s table. 

In the sequel to this volume we give a derivation of Rademacher’s 
asymptotic formula for p(n). The proof requires considerable preparation 
from the theory of elliptic modular functions. The next section gives a crude 
upper bound for p(n) which involves the exponential eKfi and which can be 
obtained with relatively little effort. 

14.7 An upper bound for p(n) 

Theorem 14.5 Ifn 2 1 we have p(n) < eKJ”, where K = $2/3)‘12. 

PROOF. Let 

F(x) = fi (1 - x”)- l = 1 + f p(k)xk, 
II=1 k=l 
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and restrict x to the interval 0 -C x < 1. Then we have p(n)x” < F(x), from 
which we obtain log p(n) + n log x < log F(x), or 

(9) log p(n) < log F(x) + n log ;. 

We estimate the terms log F(x) and n log(l/x) separately. First we write 

1% F(x) = -log “&I - x”) = -nzllog(l - x”) = f f x”” 
n=im=l m 

Since we have 

1 - xm -= 
l-x 

l+x+xz+~**+xm-‘, 

and since 0 < x < 1. we can write 

mxm-’ 
1 - xm 

< l-x<my 

and hence 

m(1 - x) ( 1 - xm < m(1 - x) 
X Xrn Xrn 

Inverting and dividing by m we get 

1 xm -__ <l Xm <L x 
m2 1 - x - ml-xm-m’l-xx’ 

Summing on m we obtain 

where 

l-x 
t=-. 

X 

Note that t varies from co to 0 through positive values as x varies from 
Oto 1. 

Next we estimate the term n log(l/x). For t > 0 we have log(1 + t) < t. 
But 

l-x 1 
l+t=l+x=x’ 

1 
so log - < t. 

X 

317 



14: Partitions 

Now 

(10) log p(n) < log F(x) + n log I; < ;; + nt. 

The minimum of (7c2/6t) + nt occurs when the two terms are equal, that is, 
when 7r2/(6t) = nt, or t = rt/,,/‘&. For this value oft we have 

log p(n) < 2nt = 2mlJ6n = KJtI 

so p(n) < eKfi, as asserted. q 

Note. J. H. van Lint [48] has shown that with a little more effort we can 
obtain the improved inequality 

- 

(11) p(n) < 7& for n > 1. 

Since p(k) 2 p(n) if k 2 n, we have, for n > 1, 

F(x) > kznp(k)xk 2 p(n) f xk = E. 
k=n 

Taking logarithms we obtain, insteady of (9), the inequality 

log p(n) < log F(x) + n log i + log(1 - x). 

Since 1 - x = tx we have log(1 - x) = log t - log(l/x), hence 
(10) can be replaced by 

log p(n) < d + (n - 1)t + log t. 

An easy calculation with derivatives shows that the function 

f(t) = % + (n - 1)t + log t 

has its minimum at 

t = - 1 + Jl + [4(n - l)n2/6j 
2(n-1) 

Using this value of t in (12) and dropping insignificant terms we obtain (11). 

14.8 Jacobi’s triple product identity 

This section describes a famous identity of Jacobi from the theory of theta 
functions. Euler’s pentagonal number theorem and many other partition 
identities occur as special cases of Jacobi’s formula. 
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14.8: Jacobi’s triple product identity 

Theorem 14.6 Jacobi’s triple product identity. For complex x and z with 
1x1 < 1 andz # Owehave 

(13) fy(1 - x2”)(1 + xzn-lzz)(l + Xz”-rz-z) = f Xm2Z2m. 
n=l m=-‘X 

PROOF. The restriction 1x1 < 1 assures absolute convergence of each of the 
products n (1 - xZn), n(l + x~~-~z~), n(l + x~“-~z-~), and of the 
series in (13). Moreover, for each fixed x with Ix I < 1 the series and products 
converge uniformly on compact subsets of the z-plane not containing z = 0 
so each member of (13) is an analytic function of z for z # 0. For fixed z # 0 
the series and products also converge uniformly for Ix I I r < 1 hence 
represent analytic functions of x in the disk )x 1 < 1. 

To prove (13) we keep x fixed and define F(z) for z # 0 by the equation 

(14) F(z) = fj (1 + x2”-lz2)(1 + X2n-1z-2). 
n=l 

First we show that F satisfies the functional equation 

(15) xz2F(xz) = F(z). 

From (14) we find 

F(xz) = fi(1 + x2”+lz2)(1 + x~“-~z-~) 
II= 1 

= mfi2u + x 2m-lz2) fi(l + x2r-lz-2), 

r=O 

Since xz2 = (1 + xz2)/(1 + x-‘z-~), multiplication of the last equation 
by xz2 gives (15). 

Now let G(z) denote the left member of (13) so that 

(16) G(z) = F(z) i (1 - x~~). 
II=1 

Then G(z) also satisfies the functional equation (15). Moreover, G(z) is an 
even function of z which is analytic for all z # 0 so it has a Laurent expansion 
of the form 

(17) G(z) = f amz2m 
#PI=-00 

where a- m = a, since G(z) = G(z- ‘). (The coefficients a,,, depend on x.1 
Using the functional equation (15) in (17) we find that the coefficients satisfy 
the recursion formula 

a, = x 2m- ‘a,-, 
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which, when iterated, gives 

a, = aox m2 for all rn 2 0 

since 1 + 3 + . . . + (2m - 1) = m2. This also holds for m < 0. Hence 
(17) becomes 

(18) G,(z) = so(x) f xm2zZm, 
WI=-02 

where we havewritten G,(z)for G(z) and a,,(x) for a0 to indicate the dependence 
on x. Note that (18) implies so(x) + 1 as x --+ 0. To complete the proof we 
must show that a&x) = 1 for all x. 

Taking z = e”“4 in (18) we find 

(19) 
Gx(enii4) -= 

so(x) I? 
n9.m = f (_ l)nX(W2 

,=-,x ’ “=-m 

since i” = - i-” if m is odd. From (18) we see that the series on the right of 
(19) is GX4(i)/aO(x4) so we have the identity 

(20) 
G,(eni14) GX4(i) -=- 

ao(4 a0(x4)’ 

We show next that GX(eni’4) = G+(i). In fact, (14) and (16) gives us 

Gx(enij4) = fi (1 - x’“)(l + X4n-2 ). 
n=l 

Since every even number is of the form 4n or 4n - 2 we have 

“O/l - X2”) = fi(l - x4”)(1 - X,+2) 
n=l 

SO 

- G,(e”i’4) = fi(1 - x4”)(1 - p-2)(1 + p-2) = fi(l 
n=l n=l 

= “nl(l - x’“)(l - x8”-“)(l - xEnV4) = GJi). 

x”“)(l - X8”+) 

Hence (20) implies a,,(x) = a,(x4). Replacing x by x4, x4*, . . . , we find 

a,,(x) = ao(x4’) for k = 1,2, . . . 

But x4’ + 0 as k + co and so(x) + 1 as x + 0 so so(x) = 1 for all x. This 
completes the proof. q 
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14.9 Consequences of Jacobi’s identity 

If we replace x by x“ and z2 by xb in Jacobi’s identity we find 

“fIl(l _ X2no)(l + X2no-a+b)(l + X2na-a-b) = f Xam2+bms 
IfI=-* 

Similarly, if z2 = - xb we find 

“fil(l - X2ne)(l _ X2na-a+b)(l _ X2na-=-b) = ‘f (- l)mX.m2+bm. 
III=-OD 

To obtain Euler’s pentagonal number theorem simply take a = 3/2 and 
b = l/2 in this last identity. 

Jacobi’s formula leads to another important formula for the cube of 
Euler’s product. 

Theorem 14.7 If Ix I < 1 we have 

(21) fj(, - x”)3 = f (- l)m&m*+“)/2 
m=--m 

= mgo(- 1)“(2m + l)x(m*+m)‘2. 

PROOF. Replacing z2 by -xz in Jacobi’s identity we obtain 

&l - x2”)(1 - xZ”z)(l - XZ”-2z-1) = f (- l)mXm*+m(Zm - z-m-l). 
m=O 

Now we rearrange terms on both sides, using the relations 

“il(l - x 2n-2z-1) = (1 - z-')fi(l - X2nZ-1) 
n=l 

and 

zm - z -m-l = (1 - z-l)(1 + z- 1 + z-2 + . . . + Z-2m)Zm. 

Canceling a factor 1 - z-l we obtain 

n@ - x2”)(1 - x2”z)(l - x2”z-i) 

= mEo(- l)mxmZ+mzm(l + z- 1 + z-2 + . . . + Z-zm). 

Taking z = 1 and replacing x by x1’2 we obtain (21). 0 
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14: Partitions 

14.10 Logarithmic differen.tiation of 
generating functions 

Theorem 14.4 gives a recursion formula for p(n). There are other types of 
recursion formulas for arithmetical functions that can be derived by logarith- 
mic differentiation of generating functions. We describe the method in the 
following setting. 

Let A be a given set of positive integers, and letf(n) be a given arithmetical 
function. Assume that the product 

FA(X) =: n (1 - x”)-f(@ln 
IlEA 

and the series 

GA(X) = 1 f(n) X” 
neA n 

converge absolutely for 1 x 1 < 1 and represent analytic functions in the unit 
disk 1 x 1 < 1. The logarithm of the product is given by 

log FA(x) = - 1 f(n) log(l -- x”) = 1 f(n) f x”” = f, ; GA(xm). 
neA n nsA n m=l m 

Differentiating and multiplying by x we obtain 

where XA is the characteristic function of the set A, 

xA@) = 
1 ifnEA, 
0 ifn$A. 

Collecting the terms with mn = k we find 

where 

h(k) = ; XA(d)f(d) = ; f(d). 

deA 

Therefore we have the following identity, 

(22) xf-L(x) := FA(x) f fA(k)Xk. 
k=l 
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Now write the product FA(x) as a power series, 

FA(4 = f PA, fbw~ where p&O) = 1, 
n=O 

and equate coefficients of xn in (22) to obtain the recursion formula (24) in the 
following theorem. 

Theorem 14.8 For a given set A and a given arithmeticalfunctionf, the numbers 
pA,Jn) defined by the equation 

(23) !,1,” - x7- f(“)l” = 1 + $J pA,Jn)x” 
n=l 

satisfy the recursion formula 

(24) np,4, f(n) = i: fA@lP,4,~(n - 4, 
k=l 

where PA,,(O) = 1 and 

fA@) = c f (4. 

dlk 
doA 

EXAMPLE 1 Let A be the set of all positive integers. Iff (n) = n, then pA, f(n) = 
p(n), the unrestricted partition function, and fA(k) = o(k), the sum of the 
divisors of k. Equation (24) becomes 

v(n) = i 4Vp(n - 4, 
k=l 

a remarkable relation connecting a function of multiplicative number 
theory with one of additive number theory. 

EXAMPLE 2 Take A as in Example 1, but let f (n) = - n. Then the coefficients 
in (23) are determined by Euler’s pentagonal-number theorem and the 
recursion formula (24) becomes 

(25) npA,f(n) = - i dk)P&n - k) = -o(n) -“ilpA,J(k)O(n - k), 
k=l k=l 

where 

L- ‘) 

m 
pA,fb) = 

if n is a pentagonal number o(m) or o( - m) 

if n is not a pentagonal number. 
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14: Partitions 

Equation (25) can also be written as follows: 

o(n) - a(n - 1) - o(n - 2) + o(n - 5) + a(n - 7) - . . . 

i 

(- l)“-‘w(m) if n = w(m), 
= (-l)“-‘o(-m) ifn = o(-mm), 

0 otherwise. 

The sum on the left terminates when the term a(k) has k < 1. To illustrate, 
when n = 6 and n = 7 this gives the relations 

o(6) = o(5) + o(4) - a(l), 
o(7) = a(6) + o(5) - o(2) - 7. 

14.11 The partition identities of Ramanujan 

By examining MacMahon’s table of the partition function, Ramanujan was 
led to the discovery of some striking divisibility properties of p(n). For 
example, he proved that 

(26) p(5m + 4) = 0 (mod 5), 

(27) p(7m + 5) E 0 (mod 7), 

(28) ~(1 lm + 6) E 0 (mod 11). 

In connection with these discoveries he also stated without proof two 
remarkable identities, 

(29) 

and 

(30) 

$p(5m + 4)x” = 5 $$, 

m$op(7m + 5)xm = 7’s + 49x @$J, 

where 

p(x) = fi (1 - x”). 
VI=1 

Since the functions on the right of (29) and (30) have power series expansions 
with integer coefficients, Ramanujan’s identities immediately imply the 
congruences (26) and (27). 

Proofs of (29) and (30), based on the theory of modular functions, were 
found by Darling, Mordell, Rademacher, Zuckerman, and others. Further 
proofs, independent of the theory of modular functions, were given by 
Kruyswijk [36] and later by Kolberg. Kolberg’s method gives not only the 
Ramanujan identities but many new ones. Kruyswijk’s proof of (29) is 
outlined in Exercises 1 l-l 5. 
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Exercises for Chapter 14 

1. Let A denote a nonempty set of positive integers. 

(a) Prove that the product 

is the generating function of the number of partitions of n into parts belonging 
to the set A. 

(b) Describe the partition function generated by the product 

In particular, describe the partition function generated by the finite product 
r-IL1 (1 + xrn). 

2. If 1 x 1 < 1 prove that 

&l + xm) = iy (1 - xzm- 1)) 1, 
m=l 

and deduce that the number of partitions of n into unequal parts is equal to the 
number of partitions of n into odd parts. 

3. For complex x and z with 1 x 1 < 1, let 

j-(x, z) = fi (1 - xmz). 
Ill=1 

(a) Prove that for each fixed z the product is an analytic function of x in the disk 
1 x 1 < 1, and that for each fixed x with 1 x 1 < 1 the product is an entire function 
of z. 

(b) Define the numbers a,(x) by the equation 

f(x, z) = f u,(X)Zn, 
n=o 

Show thatf(x, z) = (1 - xz)f(x, zx) and use this to prove that the coefficients 
satisfy the recursion formula 

a,(x) = a,(x)x” - a,-,(x)x”. 

(c) From part (b) deduce that a,(x) = (- l)“~“(“+~)~~/P~(x), where 

P”(X) = l-&l - x’). 
,=, 

This proves the following identity for 1 x 1 < 1 and arbitrary z: 
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4. Use a method analogous to that of Exercise 3 to prove that if lx 1 < 1 and lzl < 1 
we have 

*g,u - xmz)-l = “j& ” 
where P,(x) = n:= 1 (1 - xr). 

5. If x # 1 let Q,,(x) = 1 and for n > 1 define 

(a) Derive the following finite identities of Shanks: 

F X*0- 1)/Z = El Q.(x) ~ XS(2n+ 1) 

s=o QsC4 ’ m=l 

2n+l 

(b) Use Shanks’ identities to deduce Gauss’ triangular-number theorem: 

f for 1x1 < 1. 
m=l 

6. The following identity is valid for 1 x 1 < 1: 

f 
X*(*+ U/2 = fJ (1 + Xn- I)(1 - x2y, 

*=-LX n=1 

(a) Derive this from the identities in Exercises 2 and 5(b). 
(b) Derive this from Jacobi’s triple product identity. 

7. Prove that the following identities, valid for 1 x 1 < 1, are consequences of Jacobi’s 
triple product identity: 

(a) “fil(l - ,$“)(l - f+l)(l -- x5n-4) = f (-l)mX*(5*+3)12. 
*=--m 

(b) fi(1 - x5”)(1 - x5n-2)(1 __ X5n-3) = $ (-l)*X*(~*+1K2~ 

n=l *=-LX 

8. Prove that the recursion formula 

v(n) = i 4kMn - 4, 
k=l 

obtained in Section 14.10, can be put in the form 

q(n) = i 1 mp(n - km). 
m=l ksnlm 

9. Suppose that each positive integer k is written in g(k) different colors, where g(k) 
is a positive integer. Let p,(n) denote the number of partitions of n in which each 
part k appears in at most g(k) different colors. When g(k) = 1 for all k this is the 
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unrestricted partition function p(n). Find an infinite product which generates 
p,(n) and prove that there is an arithmetical functionf(depending on g) such that 

v,(n) = i f(k)p,(n - 4. 
k=l 

10. Refer to Section 14.10 for notation. By solving the first-order differential equation 
in (22) prove that if 1 x 1 < 1 we have 

where 

“p - y-m/n = exp{[Iq)dt}, 

ff(x) = 2 fXdxk and f2k) = C f(4 

Deduce that 

k=l 

fj(1 - x”)~(“)~” = eex for 1x1 < 1, 

where p(n) is the Mobius function. 

The following exercises outline a proof of Ramanujan’s partition identity 

m$~(5m + 4)x” = 5 $f$, where q(x) = fi (1 - x”), 
n=1 

by a method of Kruyswijk not requiring the theory of modular functions, 

11. (a) Let E = eZniik where k 2 1 and show that for all x we have 

*fil(l - X&h) = 1 - xk. 

(b) More generally, if (n, k) = d prove that 

*f!(l - X&“h) = (1 - Xk’d)d, 

and deduce that 

*fil(l - Xne2nWk if(n,k)= 1, 

) - {il-z’)k ifkln. 
- 

12. (a) Use Exercise 1 l(b) to prove that for prime q and Ix 1 < 1 we have 

“I1 *fil(l - x”eZninhiq) = s. 

(b) Deduce the identity 

mfj,p(rn)xm = $$ *fJl “fir(l - xneZainh’5). 
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13. If q is prime and if 0 2 I < q, a power series of the form 

is said to be of type r mod q. 
(a) Use Euler’s pentagonal number theorem to show that q(x) is a sum of three 

power series, 

q(x) =: fi(l - x”) = I, + I, + I,, 
“=I 

where I, denotes a power series of type k mod 5. 
(b) Let tl = ezni15 and show that 

x”a”h) = fi(r, + I,ah + I,CrZh). 
h=l 

(c) Use Exercise 12(b) to show that 

fop(5m + 4)X5m+4 = v, sj, 

where V, is the power series of type 4 mod 5 obtained from the product in part(b). 

14. (a) Use Theorem 14.7 to show that the cube of Euler’s product is the sum of three 
power series, 

q’(x)3 = w, + w, + w,, 

where W, denotes a power series of type k mod 5. 
(b) Use the identity W, + W, + W, = (I, + I, + 1J3 to show that the power 

series in Exercise 13(a) satisfy the relation 

I,12 = -I,Z. 

(c) Prove that I, = -x(p(xz5). 

15. Observe that the product flz= r (I, + 1,~~ + 1,~‘~) is a homogeneous polynomial 
in I,, I,, I, of degree 4, so the terms contributing to series of type 4 mod 5 come from 
the terms 114, 1,1,212 and I,’ I,‘. 
(a) Use Exercise 14(c) to show that there exists a constant c such that 

v, = cI,4, 

where V, is the power series in Exercise 13(c), and deduce that 

m;/hl + 4)xSm+4 = cx4 $g. 

(b) Prove that c = 5 and deduce Ramanujan’s identity 

m$(5m + 4)xm = 5 ‘PO5 
(Pc46 
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