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This book on algebraic systems is designed to be used either as a supplement to current texts or
as a stand-alone text for a course in modern abstract algebra at the junior and/or senior levels.
In addition, graduate students can use this book as a source for review. As such, this book is
intended to provide a solid foundation for future study of a variety of systems rather than to be
a study in depth of any one or more.

The basic ingredients of algebraic systems—sets of elements, relations, operations, and
mappings—are discussed in the first two chapters. The format established for this book is as
follows:

e a simple and concise presentation of each topic

e a wide variety of familiar examples

e proofs of most theorems included among the solved problems
e a carefully selected set of supplementary exercises

In this upgrade, the text has made an effort to use standard notations for the set of natural
numbers, the set of integers, the set of rational numbers, and the set of real numbers. In
addition, definitions are highlighted rather than being embedded in the prose of the text.
Also, a new chapter (Chapter 10) has been added to the text. It gives a very brief discussion
of Sylow Theorems and the Galois group.

The text starts with the Peano postulates for the natural numbers in Chapter 3, with the
various number systems of elementary algebra being constructed and their salient properties
discussed. This not only introduces the reader to a detailed and rigorous development of these
number systems but also provides the reader with much needed practice for the reasoning
behind the properties of the abstract systems which follow.

The first abstract algebraic system—the Group—is considered in Chapter 9. Cosets of a
subgroup, invariant subgroups, and their quotient groups are investigated as well. Chapter 9
ends with the Jordan—Hélder Theorem for finite groups.

Rings, Integral Domains Division Rings, Fields are discussed in Chapters 11-12 while
Polynomials over rings and fields are then considered in Chapter 13. Throughout these
chapters, considerable attention is given to finite rings.

Vector spaces are introduced in Chapter 14. The algebra of linear transformations on a
vector space of finite dimension leads naturally to the algebra of matrices (Chapter 15). Matrices
are then used to solve systems of linear equations and, thus provide simpler solutions to
a number of problems connected to vector spaces. Matrix polynomials are discussed in

v
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Chapter 16 as an example of a non-commutative polynomial ring. The characteristic
polynomial of a square matrix over a field is then defined. The characteristic roots
and associated invariant vectors of real symmetric matrices are used to reduce the equations
of conics and quadric surfaces to standard form. Linear algebras are formally defined in
Chapter 17 and other examples briefly considered.

In the final chapter (Chapter 18), Boolean algebras are introduced and important
applications to simple electric circuits are discussed.

The co-author wishes to thank the staff of the Schaum’s Outlines group, especially Barbara
Gilson, Maureen Walker, and Andrew Litell, for all their support. In addition, the co-author
wishes to thank the estate of Dr. Frank Ayres, Jr. for allowing me to help upgrade the
original text.

Lioyp R. JaisinGH
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Sets

INTRODUCTION

In this chapter, we study the concept of sets. Specifically, we study the laws of operations with sets and
Venn diagram representation of sets.

1.1 SETS

Any collection of objects as (a) the points of a given line segment, (b) the lines through a given point in
ordinary space, (c) the natural numbers less than 10, (d) the five Jones boys and their dog, (e) the pages
of this book ... will be called a set or class. The individual points, lines, numbers, boys and dog,
pages, ... will be called efements of the respective sets. Generally, sets will be denoted by capital letters,
and arbitrary elements of sets will be denoted by lowercase letters.

DEFINITION 1.1: Let 4 be the given set, and let p and g denote certain objects. When p is an element
of 4, we shall indicate this fact by writing p € 4; when both p and ¢ are elements of 4, we shall write
p.q € A instead of p € 4 and g € 4; when g is not an element of 4, we shall write g ¢ 4.

Although in much of our study of sets we will not be concerned with the type of elements, sets of
numbers will naturally appear in many of our examples and problems. For convenience, we shall now
reserve
N to denote the set of all natural numbers
Z to denote the set of all integers
@ to denote the set of all rational numbers

R to denote the set of all real numbers

EXAMPLE 1.

(@) 1 <N and 205 N since 1 and 205 are natural numbers; £, — 5 ¢ N since L and —5 are not natural numbers.

29 £hs

(&) The symbol € indicates membership and may be translated as “in,” “is in,” “are in,” “be in” according
to context. Thus, “Let r € @ may be read as “Let r be in @ and “For any p, ¢ € Z” may be read as “For any
pand gin Z.7 We shall at times write n 20 € Z instead of n £0,ne Z; also p £ 0,g e Zinstead of p.g € Z
with p # 0.

EXIRT

The sets to be introduced here will always be well defined that is, it will always be possible
to determine whether any given object does or does not belong to the particular set. The sets of the

1
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2 SETS [CHAP. 1

first paragraph were defined by means of precise statements in words. At tiumes, a set will be given
in tabular form by exhibiting its elements between a pair of braces; for example,

A = {a} is the set consisting of the single element a.

B = {a, b} is the set consisting of the two elements a and b.

C —{1,2,3.4} is the set of natural numbers less than 5.

K —=1{2.4,6,...} is the set of all even natural numbers.

L={ .., =15 =10, —50,5,10,15,...} is the set of all integers having 35 as a factor

The sets C, K, and I. above may also be defined as follows:

C={x:xeN, x <5}
K—={x:xeN, xis even}

L ={x:x¢Z, xis divisible by 5}

Here each set consists of all objects x satisfying the conditions following the colon. See Problem 1.1.

1.2 EQUAL SETS

DEFINITION 1.2: When two sets 4 and B consist of the same elements, they are called equal and we
shall write 4 = B. To indicate that 4 and B are not equal, we shall write 4 #£ B.

EXAMPLE 2.

(i) When 4 = {Mary, Helen, John} and B = {Helen, John, Mary}, then 4 = B. Note that a variation in the order
in which the elements of a set are tabulated is immaterial.
(it) When 4 = {2,3,4)and B = {3,2,3,2,4}, then 4 = Bsince each element of 4isin B and each element of Bisin

A. Note that a set is not changed by repeating one or more of its elements.
(iii) When 4 ={1,2}and B ={1,2,3,4}, then 4 # B since 3 and 4 are elements of B but not 4.

1.3 SUBSETS OF A SET
DEFINITION 1.3: Let S be a given set. Any set 4, each of whose elements is also an element of S, is
said to be contained in § and is called a subser of S.
EXAMPLE 3. The sets A4A={2}, B=1{1,2,3}, and C ={4,5} are subsets of §=1{1,2,3,4,5}. Also,
D=1{1,2,3,4,5} = S is a subset of S.

The set & = {1,2,6} is not a subset of S since 6 € £ but 6 ¢ S.
DEFINITION 1.4: Let 4 be a subset of S. If 4 # S, we shall call 4 a proper subset of S and write
A < 8 (to be read “°A4 is a proper subset of § or “°4 is properly contained in 7).

More often and in particular when the possibility 4 = § is not excluded, we shall write 4 € § (to be
read “4 is a subset of §” or “4 is contained in §77). Of all the subsets of a given set S, only § itself
is improper, that is, is not a proper subset of S.

EXAMPLE 4. For the sets of Example 3 we may write AC S, BC S, CC S, DCS, EZ S. The precise
statements, of course, are 4 C S, BC S, Cc §, D=8, E¢ZS.



CHAP. 1] SETS 3

Note carefully that € connects an element and a set, while € and € connect two sets. Thus, 2 € §
and {2} < § are correct statements, while 2 < S and {2} € § are incorrect.

DEFINITION 1.5: Let A4 be a proper subset of § with S consisting of the elements of A4 together with
certain elements not in 4. These latter elements, 1.e., {x : x £ S, x¢ A}, constitute another proper subset
of § called the complement of the subset 4 in S.

EXAMPLE 5. For the set S = {1,2,3,4,5) of Example 3, the complement of 4 = {2} in Sis F ={1,3,4, 5}. Also,
B ={1,2,3} and C = {4, 5} are complementary subsets in S.

Our discussion of complementary subsets of a given set implies that these subsets be proper.
The reason is simply that, thus far, we have been depending upon intuition regarding sets; that
is, we have tactily assumed that every set must have at least one element. In order to remove
this restriction (also to provide a complement for the improper subset S in S), we introduce the empiy or
null set (.

DEFINITION 1.6:  The empty or the null set # is the set having no elements.
There follows readily

(i) (Jis a subset of every set S.
{ii) {1 1is a proper subset of every set S #£ .

EXAMPLE 6. The subsets of S={a,b ¢} are @, {a}, {8}, {c}, {a,b}, {a.¢}, {b,c}, and {a,b,c}. The pairs of
complementary subsets are

{a,b,c} and @ {a, b} and {c}
{a, ¢} and {h} {f, ¢} and {a}

There is an even number of subsets and, hence, an odd number of proper subsets of a set of 3 elements. Is this true
for a sef of 303 elements? of 303,000 elements?

1.4 TUNIVERSAL SETS

DEFINITION 1.7: If U # ¥ is a given set whose subsets are under consideration, the given set will
often be referred to as a universal set.

EXAMPLE 7. Consider the equation
(x4 D2x = NBx+Dix" = Dx*+1)=0

whose solution set, that is, the set whose elements are the roots of the equation, is §={—1,3/2, —4/3,
V2, —+/2,i, — i} provided the universal set is the set of all complex numbers. However, if the universal set is R,
the solution setis 4 = {—1,3/2, — 4/3,+/2, — +/2}. What is the solution set if the universal set is @7 is Z? is N?

If, on the contrary, we are given two sets 4 — {1,2,3} and B = {4,5,6,7}, and nothing more,
we have little knowledge of the universal set U of which they are subsets. For example, U/ might be
{1,2,3,....7% {x:xeN,x <1000}, N, Z,.... Nevertheless, when dealing with a number of sets
A,B,C,..., we shall always think of them as subsets of some universal set £/ not necessarily explicitly
defined. With respect to this universal set, the complements of the subsets 4, B, C, ... will be denoted by
A, B, C’, ... respectively.
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1.5 INTERSECTION AND UNION OF SETS

DEFINITION 1.8: Let 4 and B be given sets. The set of all elements which belong to both 4 and Bis
called the intersection of 4 and B. It will be denoted by 4 N B (read either as “‘the intersection of 4 and
B or as 4 cap B”). Thus,

ANB—={x:xec4dand x € B}

DEFINITION 1.9:  The set of all elements which belong to 4 alone or te B alene or to both 4 and B
is called the union of 4 and B. It will be denoted by 4 U B (read either as “the union of 4 and B” or as A
cup 8. Thus,

AUB—={x:x¢e 4 aloneor x < B alone or x € 4N B}
More often, however, we shall write
AUB={x:xe dorxe B}
The two are equivalent since every element of 4 M B is an element of 4.

EXAMPLE 8. Let 4 ={1,2,3,4} and B ={2,3,5,8,10}; then 4U B ={1,2,3,4,5,8,10} and A N B= {2,3}.
See also Problems 1.2-1.4.

DEFINITION 1.10:  Two sets 4 and B will be called disjeins if they have no element in commeon, that is,
if AN B=20.

In Example 6, any two of the sets {a}, {b}, {c} are disjoint; also the sets {a, b} and {c}, the sets {a, ¢}
and {b}, and the sets {b, ¢} and {a} are disjoint.

1.6 VENN DIAGRAMS

The complement, intersection, and union of sets may be pictured by means of Venn diagrams. In the
diagrams below the universal set U is represented by points (not indicated) in the interior of a rectangle,
and any of its non-empty subsets by points in the interior of closed curves. (To avoid confusion, we
shall agree that no element of U is represented by a point on the boundary of any of these curves.)
In Fig. 1-1(a), the subsets 4 and B of U satisfy 4 < B; in Fig. 1-1(h), 4 N B = &; in Fig. 1-1(c), 4 and B
have at least one element in common so that 4N B #£ ¢,

Suppose now that the interior of U/, except for the interior of 4, in the diagrams below are shaded.
In each case, the shaded area will represent the complementary set 4" of 4 in U.

The union 4 U B and the intersection 4 M B of the sets 4 and B of Fig. 1-1(¢) are represented
by the shaded area in Fig. 1-2(a) and (), respectively. In Fig. 1-2(a), the unshaded area represents
(AU BY, the complement of 4 J B in I; in Fig. 1-2(5), the unshaded area represents (4 M BY. From
these diagrams, as also from the definitions of M and U, it is clear that AUB =BU A4 and
AN B=E8nNA. See Problems 1.5 1.7.

=3 @ 0

(@) &) 0]
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@5 S

(a) ®
Fig. 1-2

1.7 OPERATIONS WITH SETS

In addition to complementation, union, and intersection, which we shall call operations with sets,
we define:

DEFINITION 1.11:  The difference 4 — B, in that order, of two sets 4 and B is the set of all elements of
A which do not belong to B, ie.,

A—B={x:xc4d,x¢ B}

In Fig. 1-3, 4 — B is represented by the shaded area and B — 4 by the cross-hatched area. There follow

ANB =B -4

gif and only if 4 € B
B—Adifandonlyif 4 =8B
Aifandonlvif ANB=0

]

LR
s
RODRGBBSRESES
NS
R

N S N

— B
— B—=
—B—
— B=

Fig. 1-3

EXAMPLE 9. Prove:(a) 4 —B=d4nNB =B —A;()4—B=¢ditand onlyif 4 C B;{c) 4 — B= 4 if and only
ifANB =0

(@) 4—B={x:xcdx¢ By={x:xcAdandxcB}=ANF
={x:x¢ A, xeB}=8 -4

() Suppose 4 — B={@. Then, by{a), AN B =@, i.e., 4 and B are disjoint. Now B and B are disjoint; hence, since
BURB = U, we have 4 C B.

Conversely, suppose 4 C B. Then 4 NB =P and 4 — B=10.
{¢) Suppose 4 —B=4.Then ANB =4,ie, 4 CF.Hence, by (),
ANBY =4AnB=9

Conversely, suppose 4NB=@ Then 4 — B -0, ACH, AnB =4and 4 —B= 4.

In Problems 5 7, Venn diagrams have been used to illustrate a number of properties of operations
with sets. Conversely, further possible properties may be read out of these diagrams. For example,
Fig. 1-3 suggests

(A—BYU(B—A)=(AUB)— (4N B)

It must be understood, however, that while any theorem or property can be illustrated by a Venn
diagram, no theorem can be proved by the use of one.

EXAMPLE 10. Prove (4 — B)U(B— 4) =(4U B) — (40 B).

The proof consists in showing that every element of {4 — B) U{B — A) is an element of (4 U B)— {4 N B) and,
conversely, every element of {4 U B) — {4 N B) is an element of (4 — B) U (B — 4). Each step follows from a previous
definition and it will be left for the reader to substantiate these steps.
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Table 1-1 Laws of Operations with Sets

(1.1) (Ay=4

(1.2) a'=U (1.2 U'=¢

(13) A—A=@, A—@=4, A—B=4NF

(1.4) Aug=4 (1.4) Anl=4

(1.5) AuU=U (1.5 An@g=49

(1.6) AuAd=4 (1.6 And=4

(1.7) AuA'=U (1.7 AnA' =49
Associative Laws

(1.8) (AUBUC=4U(BUC) (1.8) (ANBNC=4Nn(BNQC)
Commutative Laws

(1.9 AUB=BUA (1.9 AnB=BnNA
Distributive Laws

(1.10) AUBNC)=(4UuBN{AUO) (1.100 An(BUCY={ANB)U(4ANC)
De Morgan’s Laws

(1.1 (AUuB/=4ANH (111 {ANBY=A"UF

(1.12) A—(BUC)=(4-B)nNi{4—-0C) (112 A—(BnCO)y=(4-Bui4-0O)

letxe(d—-—BUB—A);thenxced —-BorxeB— 4. Ifxed— B thenxc 4 but x¢B;if xe B— A4, then
x € Bbut x¢ 4. In either case, x € 4 U B but x¢ AN B. Hence, x € (4 UB)— {4 N B)and

(4— BYU(B— A) C(AUB)— (4N B)

Conversely, let x€(4UB)—{(4NB);, then x€ AUB but x ¢ 4N B. Now either x4 but x ¢ B, ie,
xed—B, or xeB but x¢ 4, ie, xcB—A Hence, xc{d-BU(B—4) and (4 U B)—
(AN B) C(A— BYU(B— A).

Finally, (4~ B)U(B— 4) C(AUB) —(ANB) and (4UB) —(ANB)C (4 B)U(B— 4) imply (4 AU
(B— A)=(AUB) - (40 B

For future reference we list in Table 1-1 the more important laws governing operations with sets.
Here the sets 4, B, C are subsets of U/ the universal set. See Problems 1.8 1.16.

1.8 THE PRODUCT SET
DEFINITION 1.12: Let 4 = {a,b} and B = {b,c,d}. The set of distinct ordered pairs

C={(@b).(a,c).(a.d),(b,b),(b,c),(b.d)}

in which the first component of each pair is an element of 4 while the second is an element of B, is
called the product set C = 4 x B (i that order) of the given sets. Thus, if 4 and B are arbitrary sets, we
define

AxB={(x,1):x€ A,y € B}

EXAMPLE 11. [Identify the elements of ¥ = {1,2, 3} as the coordinates of points on the x-axis (see Fig. 1-4),
thought of as a number scale, and the elements of ¥ = {1, 2, 3,4} as the coordinates of points on the y-axis, thonght
of as a number scale. Then the elements of X x Y are the rectangular coordinates of the 12 points shown. Similarly,
when X = ¥ =N, the set X x ¥ are the coordinates of all points in the first quadrant having integral coordinates.
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1.9 MAPPINGS

Consider the set H = {A).h3, k3, ..., hg} of all houses on a certain block of Main Street and the
set C = {c1,¢2,¢3,...,¢c3) of all children living in this block. We shall be concerned here with the
natural association of each child of C with the house of H in which the child lives. Let us assume that
this results in associating ¢ with /Ay, ¢y with ks, ¢z with Az, ¢y with As, ¢5 with kg, ..., 39 with A3, Such
an association of or correspondence between the elements of C and H is called a mapping of C into H.
The unique element of / associated with any element of C is called the irmage of that element (of C ) in the
mapping.

Now there are two possibilities for this mapping: (1) every element of H is an image, that is, in each
house there lives at least one child; (2) at least one element of H is not an image, that is, in at least one
house there live no children. In the case (1), we shall call the correspondence a mapping of C onto H.
Thus, the use of “onto™ instead of “into’ calls attention to the fact that in the mapping every element of
H is an image. In the case (2), we shall call the correspondence a mapping of C into, but not onto, H.
Whenever we write “« 18 a mapping of 4 into B” the possibility that « may, in fact, be a mapping of A
onto B is not excluded. Only when it is necessary to distinguish between cases will we write either “‘o 18
a mapping of 4 onto B or “w« is a mapping of 4 into, but not onto, B.”

A particular mapping « of one set into another may be defined in various ways. For example, the
mapping of C into / above may be defined by listing the ordered pairs

a = {(c1. ), (c2, hs), (c3. ), (ca, Fis), (5. h8), . . ., (€39, /13)}

It is now clear that « is simply a certain subset of the product set C x H of C and H. Hence, we define
DEFINITION 1.13: A mapping of a set A into a set B is a subset of 4 x B in which each element of A4

occurs once and only once as the first component in the elements of the subset.

DEFINITION 1.14: In any mapping « of 4 into B, the set A is called the domain and the set B is called
the co-domain of a. If the mapping is “onte,” B is also called the range of a; otherwise, the range of « 18
the proper subset of B consisting of the images of all elements of A.

A mapping of a set 4 into a set B may also be displayed by the use of — to connect associated
elements.

EXAMPLE 12. Let 4 ={a,b,¢} and B={1,2}. Then

ata—>1,b—>2c—2
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A B
T ]
a B
Fig. 1-5

is a mapping of 4 onto B {every element of B is an image) while
B:l—>a2—>b
is a mapping of B into, but not onto, 4 (not every element of 4 is an image).
In the mapping «, 4 is the domain and B is both the co-domain and the range. In the mapping 8, B is the domain,
A is the co-domain, and C = {a, b} C 4 is the range.
When the number of elements involved is small, Venn diagrams may be used to advantage. Fig. 1-5 displays the

mappings « and 8 of this example.
A third way of denoting a mapping is discussed in

EXAMPLE 13. Consider the mapping of @ of N into itself, that is, of N into N,

@]l —=>32—>53->74—>9 ..
or, more compactly,
a:n—2n+1l,nchN
Such a mapping will frequently be defined by
al) =3, a(D=5, a3)=7, afd)=9,...
or, more compactly, by
an)=2n+1,nec N

Here N is the domain (also the co-domain) but not the range of the mapping. The range is the proper subset M of N
given by

M={x:x=2n+1,neh}

or M={x:xeN, xis odd}

Mappings of a set X into a set ¥, especially when X and ¥ are sets of numbers, are better known
to the reader as functions. For instance, defining X’ = N and ¥ = M in Example 13 and using f mstead
of a, the mapping (function) may be expressed in functional notation as

@) y=fx)=2x+1

We say here that p is defined as a funciion of x. It is customary nowadays to distinguish between
“function™ and “‘“function of.” Thus, in the example, we would define the function f by

f:{(x,y):y:2x+1, XEX}

or f={x2x+1):x € X}
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Fig. 1-6

that is, as the particular subset of X x ¥, and consider () as the “rule” by which this subset is
determined. Throughout much of this book we shall use the term mapping rather than function and,
thus, find little use for the functional notation.

Let & be a mapping of 4 into B and 8 be a mapping of B into €. Now the effect of « istomap a € 4
into a(zr) £ B and the effect of B is to map a(a) € B into Blw(a)) € €. This is the net result of applying «
followed by 8 in a mapping of 4 into C.

We shall call 8« the product of the mappings § and « in that order. Note also that we have used the
term product twice in this chapter with meanings quite different from the familiar product, say, of two
integers. This is unavoidable unless we keep inventing new names.

EXAMPLE 14. Refer to Fig. 1-6. Let 4 ={a,b,c}, B={d,e}, C={f,g h, i} and

ala) =d, wl{b) =e, afc) = ¢
gl =71, Ble)=nh
Then Blala) = pld) =7, Bla(d)) = ple) = h

1.10  ONE-TO-ONE MAPPINGS
DEFINITION 1.15: A mapping a — a’ of a set 4 into a set B is called a one-to-one mapping of 4 into B

if the images of distinct elements of A4 are distinct elements of B; if, in addition, every element of B is an
image, the mapping is called a one-to-one mapping of A onto B.

In the latter case, it is clear that the mapping a — a’ induces a mapping ¢’ — a of B onto 4. The
two mappings are usually combined into a < «’ and called a one-ro-one correspondence between A and B.
EXAMPLE 15.

{a) The mapping a« of Example 14 is not a one-to-one mapping of 4 into B (the distinct elements b and ¢ of 4 have
the same image).

() The mapping 8 of Example 14 is a one-to-one mapping of B into, but not onto, C (¢ € C is not an image).

{(¢) When 4={ab,¢c,d}and B={p,q,r, s},

(i) emiraopbogeerdos

and (fi) aw:a<orbopcaorgdos

are examples of one-to-one mappings of A4 onto B.

DEFINITION 1.16: Two sets A4 and B are said to have the same number of elements if and only if a
one-to-one mapping of 4 onto B exists.
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A set 4 is said to have n elements if there exists a one-to-one mapping of 4 onto the subset
S=1{1,2,3,...,n} of N. In this case, 4 is called a finite set.
The mapping
am) =2n,ne N
of N onto the proper subset M — {x: x € N, x is even} of N is both one-to-one and onto. Now N is an

infinite sef; in fact, we may define an infinite set as one for which there exists a one-to-one
correspondence between it and one of its proper subsets.

DEFINITION 1.17: An infinite set is called countable or denumerable if there exists a one-to-one
correspondence between it and the set N of all natural numbers.

1.11 ONE-TO-ONE MAPPING OF A SET ONTO ITSELF
Let

wrx < x+1, Bix <+ 3x, yix e 2x =5, d:x<eox—1
be one-to-one mappings of R onto itself. Since for any x € R

Bla(x)) = Blx + 1) =3(x+ 1)

while a(B(x)) = a(3x) = 3x + 1,
we see that

(1) o(B(x)) # Bla(x)) or simply af # Bu.

However,
Mx))=82x—35=2x—6
and (EyNe(x) =3 x+ 1) =2(x+1)—6=2x—4
while Yla(x) = p(x +1) =2x -3
and Jpa)(x) =62x —3) =2x—3—-1=2x—4
Thus (i) 8y = d(ya)
Now
Sa(x)=8x+ 1) =x
and ad(x) =a(x— 1) =x

that is, « followed by § (also, 8 followed by «) maps each x € R into itself. Denote by 7, the identity
mapping,

Tix<x
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Then (i) ad=8u=7

that is, § undoes whatever « does (also, & undoes whatever § does). In view of (7i7), § is called the iverse
mapping of & and we write § — ™! also, « is the inverse of § and we write o — §~1.

See Problem 1.18.
In Problem 1.19, we prove

Theorem 1. 1f o is a one-to-one mapping of a set § onto a set 7, then « has a unique inverse,
and conversely.

In Problem 1.20, we prove

Theorem II. If « 1s a one-to-one mapping of a set S onto a set T and B is a one-to-one mapping of T
onto a set U/, then (af)™! = g1 ..

Solved Problems
1.1. Exhibit in tabular form: (a) d={a:acN,2 <a< 6}, () B={p:pcN,p <10, p is odd},
©C={x:xcZ,2 +x—6=0}.
{a) Here 4 consists of all natural numbers (a € N) between 2 and 6; thus, 4 = {3,4,5}.
{£) B consists of the odd natural numbers less than 10; thus, B = {1,3,5,7,9}.
(&) The elements of C are the integral roots of 2x> +x —6 = 2x — (x+ 2) = 0; thus, C = {-2}.
1.2. Letd—={ab,c,dl,B=1{acg}t C={cgmmnp}l Then AUB={ab,cd gt AJC={ab,cd,
gmnpl, BUC = {a,c,g.m, n,pl;
ANB={a,ct, ANC={c}, BNC={e,gh, AN(BUC)={a,c};
(ANBUC={a,c,g,mnpl {AdUBNC=/{cgl
(ANBUANC)=AN(BYUC) ={a,c).
1.3. Consider the subsets K ={2,4,6,8}, I.=1{1,2,3,4}, M ={3,4,5,6,8} of U ={1,2,3,...,10}.
(@) Exhibit K7, I/, M” in tabular form. (b)) Show that (K U L)Y = K'n I
(@) K ={1,3,5,7,9,10}, I’ = {5,6,7,8,9,10}, M’ = {1,2,7,9,10}.
() KUL=1{1,2,3,4,6,8}so that (KULY = {5,7,9, 10}. Then

K'nL ={570910}=(KULY.

1.4. For the sets of Problem 1.2, show: (a) (AUB)UC=AUBUC), (b)) (ANBNC=
ANBN Q).

{a) Since AU B={ab,c,d g}and C={c,g mn,p}, we have
(AUB)JC ={a,b,c.d g mnp}
Since 4 = {a,b4,¢,d} and BU C = {a,¢, g, m,n, p}, we have

AUBUC)={a,b,e,d, g.mn,pl =(4UB)UC.

(6) Since ANB={a,c}, we have (ANBYNC={c}. Since BNC=1{c,g}, we have 4N(BNC)=
y={AnBNC.
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Fig. 1-7

1.5. In Fig. I-l{c), let C=ANB, D=ANB, E=BNA and F = (4 U BY. Verify: (a) (4U By =
ANB, (D) (ANBY =4 UB".

(o) ANB =EUF)N{DUF=F=(4UBY
B AUVB =(EUFRU{DURN=(EURNUD=C"=(4NBEY

1.6. Use the Venn diagram of Fig. 1-7 to verify:

(a) E={ANnBNC’ (¢) AU BNC is ambiguous
() AUBUC=(AUBUC=4UBUO dy ANC'=GuUL

() ANB=DUEand C'=EUFUGUL; then
(ANBNC =K
(f)) AUBUC=EUFUGUDUHWUJUK. Now

AUB=EUFUGUDUHUJ
and C=DUHUJUK

so that

(AUB)UC=EUFUGUDUHUJUK

= ALLBEE

Also, BUC=FEUGUDUHUJUKand A =EU FU DU H s that

AUBUO=EUFUGUDUHUJUK=4UBUC

{¢) AU BN C could be interpreted eitheras (AU B)NCoras AU(BNC). Now (AUBYNC=DUHUJ,
while 4 U{BNC)=4U{DUJ)= AU J Thus, 44U BN C is ambignous.

(dy A=GUJUKULand O'=FUFUGUL; hence, /' NC' =GUL.

1.7. Let 4 and B be subsets of U. Use Venn diagrams to illustrate: AN B = difandonlyif A M B = 4.
Suppose 4 N B = ¢ and refer to Fig. 1-1(5). Now 4 € B’; hence A N B’ = 4.
Suppose 4 N B = @ and refer to Fig. 1-1{(c). Now 4 ¢ B’; hence 4N B’ #£ A.
Thus, ANB'=Aifand only it ANB=1{.
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1.8.

1.9.

1.10.

1.11.

1.12.

1.13.

1.14.

Prove: (AUBUC =AU (BUCQC).

Tet xe(AUBUC. Then xc AUB or xeC, so that x4 or xeB or xeC. When xe 4,
then x< AU(BUC), when xecB or xcC, then xeBUC and hence xecA4U(BUC).
Thus, (4UB)UC € AU {BUC).

Tetxe AU(BUC). Then xe 4dorxe BUC,s0thatxe dorxceBorxeC. Whenxeg 4 or x € B,
then x € 4UB and hence xc(AUBUC; when x € C, then x e (4AUBUC. Thus, 4U{(BUC) C
(AUBUC.

Now (4UBYUCC AU(BUC) and AU(BUC)C{AUBUC imply (AUBUC=4U(BUC) as
required. Thus, 4 U BU C is nnambignons.

Prove: (ANBNC =AN(BNO).

Tet xe(ANB)NC. Then xe AN Band x € C, so that x £ 4 and x< B and x < C. Since x € B and
xeC,thenxe B sincexedand xe BN, then x € 4N{BNC). Thus, (ANBNCCAN(BNC).

TLet xe AN{BNC). Then xe 4 and x € BN C, so that x € 4 and x € B and x € C. Since x € 4 and
xeB thenxednB;sincexcdnBand xeC, then x e (ANB)NC. Thus, ANBNC)C{ANB)NC
and (ANBNC=An(BNC)as required. Thus, 4 N BN C is nnambiguous.

Prove: AN(BUC)={ANBUANC).

TetxedAN(BUC). Then xcedandxe BUC (xc Borxe (),sothatx € 4 and x€ Bor x € 4 and
xeC. When x4 and x € B, then x< AN B and so x € (4N B)U ({4 N C); similarly, when x € 4 and
xeC,thenxednCandsoxe{(ANBUANC). Thus, AN(BUC) C(ANBYU(4ANC).

Tetxe(ANBU{4nC),sothatxe dnNBorxe ANC. Whenx € 4N B, then x € 4 and x € Bso that
x € 4 and x € BU C; similarly, when x € AN C, then x € 4 and x € C so that x € 4 and x € BU C. Thus,
xedAN{BUQand (ANBHUANC)C AN(BUC). Finally, A N{BUC)={(4AN B)U (4N C)as required.

Prove: (4 UBY = AN B".

Let x e (4UBY. Now x¢ AN B, so that x¢ 4 and x¢ B. Then x e 4" and x € B’, that is, x € 4'N B,
hence (AU B) C A NAB'.

Let x e £/ NB'. Now xc 4" and x € B’, so that x¢ 4 and x¢ B. Then x¢ AU B, so that x € (4 U B);
hence 4'N B C (4 U B)’. Thus, {4UB)' = 4" N B’ as required.

Prove: (ANBUC =(AUC)N(BUCQC).

CU{ANB)=(CUAN{CUB) by (1.10)

Then ANBHUC=AUC)NBUO) by (1.9)

Prove: d —(BUC)=(d—- BN (4 - C).

Tetxe d—(BUC). Now x€ 4 and x¢g BUC, that is, x € 4 but x¢ Band x¢ C. Then x € 4 — B and
xed—-C,sothat xe{d —B)nN{4—C)and 4 —(BUC) C{4—-B)yn{4—C).

Tetxe{d—B)n{4 —-C). NowxecAd—Bandxecd— C,thatis, xc Abutx¢ Band x¢ C. Then x € 4
but x¢gBUC, so that x€e 4 —(BUC) and (A —B)n{4—-C)CA—(BUC). Thus, 4 —(BUO)=
(4 — B)n{4— ) as required.

Prove: (AUBYNB =Aifand only if AN B =2

Using (1.10) and (1.7"), we find
(AUBNB =(ANBYU(BNBY=4n¥

We are then to prove: AN B’ = A4 if and only if 4 N B =@
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{a) Suppose 4N B=@ Then 4 C B and 4N B = 4.
(&) Suppose ANB' =4 Then 4 C B and 4NB=40.

Thus, (4 B)YN B = 4 if (by (a)) and only if (by (&)) AN B =0.

1.15. Prove: X € Y if and only if ¥’ C X"
(i) Suppose ¥ C Y.Ilety € ¥Y’. Then y'¢ X since y'¢ Y, hence, vy’ e XY and ¥' C X'.
(ii) Conversely, suppose ¥' C X'. Now, by (i), (X') C(Y")'; hence, X C Y as required.
1.16. Prove the identity (A —B)U(B—A)=(A4AUB)—(4NB) of Example 10 using the identity
A—B=AnN B’ of Example 9.
We have

(A—BYU(B—A)={ANBYIU(BNA"

=[{ANBHYUBIN{ANBHYU A by {1.10)
=[{AUBIN{BUBIN{AUAIN (B U AN by {1.10)
=[{AUBYNUINUNB UAY by {1.7)
=(AUBN(B' UA" by (1.4°)
={AUBN{4"UB by (1.9)
=(AUBN{4N B’ by (1.119

—(4UB) —(4NB)

1.17. In Fig. 1-8, show that any two line segments have the same number of points.

Tet the line segments be AB and A4'B’ of Fig. 1-8. We are to show that it is always possible to
establish a one-to-one correspondence between the points of the two line segments. Denote the intersection
of AB’ and BA" by P. On 4B take any point C and denote the intersection of CP and 4'B' by C'.
The mapping

cC—C

is the required correspondence, since each point of 4B has a unique image on 4’ B’ and each point of 4’8’ is
the image of a unique point on AB.

1.18. Prove: (¢) x — x+2 is a mapping of N into, but not onto, N. (#)) x = 3x—2 is a
one-to-one mapping of @ onto @, (¢) x — x* —3x* — x is a mapping of R onto R but is not
one-to-one.

{a) Clearly x4+ 2 € N when x € N. The mapping is not onto since 2 is not an image.
(&) Clearly 3x — 2 € @ when x € ©. Also, each r € @ is the image of x = (r + 2)/3 € Q.

(&) Clearly x> —3x* — x €« R when x € . Also, when r ¢ R, x* — 3x> — x = r always has a real root x
whose image is r. When r = —3, x* — 3x2 — x = r has 3 real roots x = —1,1, 3. Since each has r = -3
as ifs image, the mapping is not one-to-one.

1.19. Prove: If « is a one-to-one mapping of a set S onto a set 7, then « has a unique inverse and
conversely.

Suppose ¢ is a one-to-one mapping of S onto T3 then for any s € S, we have

als)=1teT
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1.20.

1.21.

C'
Fig. 1-8

Since ¢ is unique, it follows that « induces a one-to-one mapping
Bl =s

Now (Ba)(s) = Blafs)) = A(t) = s; hence, fa = F and § is an inverse of «. Suppose this inverse is not ungiue;
in particular, suppose § and y are inverses of «. Since

af=pa=.7 and ay =ya=.7

it follows that

Bay=fay)=§-=58
and Bay={(pa)y =7 -y=vy

Thus, g = y; the inverse of « is unigue.

Conversely, let the mapping a of Sinto T have a unigue inverse o1, Suppose for 51,5 € S, with s £ s,
we have a(s)) = afsy). Then a Nals)) = o Na(s2), so that (e ' -a)(s)) = (' -a)s) and s; =5, a
contradiction. Thus, « is a one-to-one mapping. Now, for any ¢ e T, we have a{o '{(6)) = {a-a 1){) =
- =t; hence, ¢ is the image of § = @ (¢) € § and the mapping is onto.

Prove: If « is a one-to-one mapping of a set § onto a set 7 and B is a one-to-one mapping of T
onto a set U, then (@f)™' = g~ -a L.

Since (BB -a N =af-f e =a-a ! =7, p 1 -a !is an inverse of af. By Problem 1.19 such an
inverse is unique; hence, (@f)™ = g1 - oL

Supplementary Problems

Exhibit each of the following in tabular form:

(a) the set of negative integers greater than —6,

(b) the set of integers between —3 and 4,

(¢) the set of integers whose squares are less than 20,
(d) the set of all positive factors of 18,

(e) the set of all common factors of 16 and 24,

() {p:peN, p* <10}

(g) {b:bch, 3=h=8}

() {x:xeZ 3x*+7x+2=10)
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1.22.

1.23.

1.24.

1.25.

1.26.

1.27.

1.28.

1.29.

1.30.

1.31.

1.32.

1.33.

1.34.

1.35.
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() {x:xed 2x> +5x+3=0}
Partial Answer: (a) {—5, —4, —3, -2, =1}, (d) {1,2,3,6,9,18}, (/) {1,2,3}, (A {-2}

Verify: () {x :xeN x <1} =0, (O {x:xcZ6x>+5x—4=0)=0
Exhibit the 15 proper subsets of § = {a, b, ¢, d}.
Show that the number of proper subsets of S = {a1,a5,...,a,)i8 27 — 1.

Using the sets of Problem 1.2, verify: {g) (AUBUC=4UBUC), (h (ANENC=4n{BN0),
() (AUBNC#AUBNO).

Using the sets of Problem 1.3, verify: (o) (K) = K, (B)(KNLY =K' UL, () (KULUMY =K' nLnM,
() KN(LUM) = (KN L)UEK N M.

Let “njm” mean “nis a factor of m.” Given 4 = {x:x ¢ N, 3|x} and B = {x: x ¢ N, 5|x}, list 4 elements of
each of thesets 4/, B', AUB, AN B, AUB’', 4N B, AU B’ where 4" and B’ are the respective complements
of 4 and Bin N,

Prove the laws of (1.8)«1.12"), which were not treated in Problems 1.8—1.13.

Let 4 and B be subsets of a universal set U. Prove:
() 4UB=An RBif and only if 4 = B,
(f) ANB=Aif and ounly if 4 C B,
(&) (ANBHYU{AL NB)=4URBifand only if AN B =§.
Given »{U) = 692, n{4) =300, n(B) =230, n{C)= 370, n(4ANB)=150, m{AN C)= 180, n{BN C) =90,
AN B'NCY =10 where n(S) is the number of distinct elements in the set S, find:
() nmANBNC)=40 (&) n{ANB' NCH=172
(&) A NBNC)=30 () n{ANBUANCIUBNC) =340

Given the mappings a«:n—=#n#+1 and B:n—>3n+2 of N into N, find: ea=n'4+ 2012, 85,
aff = 3" + 5, and fa.

Which of the following mappings of Z into Z:

(@) x—x+2 () x—4—x
() x— 3x (e) x—x°
(&) x— x* (F) x—>x>—x

are (i) mappings of Z ontoe Z, (i) one-to-one mappings of Z onto Z?
Ans. (i), (#); (@), {d)
Same as Problem 32 with Z replaced by Q. Ans. (i), {ii); {a), (B), (d)

Same as Problem 32 with Z replaced by R. Ans. (@), (i), (@), (), (d), (e)

{m) If Eis the set of all even positive integers, show that x — x + 1, x € Fis not a mapping of E onto the set
F of all odd positive integers.

(B) If E*is the set consisting of zero and all even positive infegers (i.e., the non-negative integers), show that
x—x+1,x € E* is a mapping of E* onto F.
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1.36. Given the one-to-one mappings

J =1, JD=2  JB)=3, A= 9

a: afl) =2, w{2) = 3, a{3) =4, afd) =1
g1 pl) =4, B2 =1, B(3) =2, B4 =3
yr oAl =3, H2) =4, w3 =1 y4) =2
50 8(1) =1, 52) =4, 533, s(4) =2

of §=1{1,2,3,4} onto itself, verify:

(a) af=pau=J7, hence, B=al; () ay=ya=4§ (¢) wd # Sa;
(d) o =aa=1y; (e) V=7, hence, 1=y (fH a*=7, hence,
@ @' =@



Relations and
Operations

INTRODUCTION

The focus of this chapter is on relations that exist between the elements of a set and between sets, Many
of the properties of sets and operations on sets that we will need for future reference are introduced at
this time.

2.1 RELATIONS

Consider the set P = {a, b, ¢, ..., t} of all persons living on a certain block of Main Street. We shall be
concerned in this section with statements such as “a is the brother of p,” “c is the father of g, .., called

relations on (or in) the set P. Similarly, ““is parallel to,” “is perpendicular to,” ““makes an angle of 45°

with,”” ..., are relations on the set L of all lines in a plane.
Suppose in the set £ above that the only fathers are ¢, 4, g and that

¢ 1s the father of a, g, m.p, q
d is the father of f
g is the father of 4, n

Then, with R meaning “is the father of,” we may write
¢ceRa cRg,¢eRm, ¢Rp,¢cRq, dRf, gRh gRn

Now ¢ R a (¢ is the father of @) may be thought of as determining an ordered pair, either (a, ¢) or (¢, a),
of the product set P x P. Although both will be found in use, we shall a/ways associate ¢ R a with the
ordered pair (a, c).

With this understanding, R determines on P the set of ordered pairs

(@.c), (g ), (m.c), (p.c). (q.0), (f.d), (h.g). (1.8)

As in the case of the term function in Chapter 1, we define this subset of P x P to be the relation R.
Thus,

DEFINITION 2.1: A relation R on a set S (more precisely, a binary relation on S, since it will be
a relation between pairs of elements of S) is a subset of § x S.

18
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EXAMPLE 1.

(o) Let §=1{2,3,5,6} and let R mean “divides.” Since 2R 2, 2R 6, 3R 3, 3R6, 5RS5 6R6, we have
R=1{2,2), (6,2), (3.3), {6,3), (5,5), (6,6)}

(&) Let §=1{1,2,3,...,20} and let R mean “is three times.” Then 3R 1, 6 R 2, 9R 3, 12R4, 15R 5, 18 R 6,
and R ={(1,3),(2,6),{3,9),(4,12),(5, 15), (6, 18)}

() Consider R ={(x,1):2x — y=6,x € B}. Geometrically, each {x,v) € R is a point on the graph of the
equation 2x — y = &. Thus, while the choice ¢ R ¢ means {(a, ¢) € R rather than (¢, ) € R may have appeared
strange at the time, it is now seen to be in keeping with the idea that any equation y = f{x) is merely a special
type of binary relation.

2.2 PROPERTIES OF BINARY RELATIONS
DEFINITION 2.2: A relation R on a set S is called reflexive if a R a for every a € S.

EXAMPLE 2.

{a) Let T be the set of all triangles in a plane and R mean “is congruent to.” Now any triangle ¢ € T is congruent
to itself; thus, ¢+ B ¢ for every ¢ € T, and R is reflexive.

(&) For the set T let R mean “has twice the area of.” Clearly, ¢+ R ¢t and R is not reflexive.

{¢) Let R be the set of real numbers and R mean “is less than or equal to.” Thus, any number is less than or equal
fo itself so R is reflexive.

DEFINITION 2.3: A relation R on a set S is called symmetric if whenever a R & then b R a.

EXAMPLE 3.

{a) Let P be the set of all persons living on a block of Main Street and R mean “has the same surname as.” When
x € P has the same surname as y € P, then y has the same surname as x; thus, x ® y implies y R x and R is
symmetric.

{6) For the same set P, let ® mean “is the brother of ” and suppose x R y. Now y may be the brother or sister of x;
thus, x R v does not necessarily imply v R x and R is not symmetric.

{¢) Let R be the set of real numbers and R mean “‘is less than or equal to.”” Now 3 is less than or equal to 5 but 5 is
not less than or equal to 3. Hence R is not symmetric.

DEFINITION 2.4: A relation R on a set S is called transitive if whenever ¢ R b and 5 ‘R ¢ then a R c.

EXAMPLE 4.

{a) Let S be the set of all lines in a plane and R mean ““is parallel to.”” Clearly, if line ¢ is parallel to line & and if &
is parallel to line ¢, then a is parallel to ¢ and R is transitive.

{#) For the same set S, let R mean “is perpendicular to.” Now if line a is perpendicular to line & and if &
is perpendicular to line ¢, then a is parallel to ¢. Thus, R is nof transitive.

{¢) Let R be the set of real numbers and R mean “is less than or equal t0.” If x < y and y < z, then x = z. Hence,
R is transifive.

2.3 EQUIVALENCE RELATIONS

DEFINITION 2.5: A relation R on a set S is called an equivalence relation on § when R is
(i) reflexive, (ii) symmetric, and (7if ) transitive.

EXAMPLE 5. The relation “=" on the set R is undoubtedly the most familiar equivalence relation.

EXAMPLE 6. Ts the relation “has the same surname as” on the set P of Example 3 an equivalence relation?
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Here we must check the validity of each of the following statements involving arbitrary x,y,z € P:

(i) x has the same sumame as x.
(it) 1If x has the same surname as v, then y has the same surname as x.
{iii) TIf x has the same surname as y and if y has the same surname as z, then x has the same surname as z.

Since each of these is valid, “has the same surname as™ is (i) reflexive, {# ) symmetric, (i) transitive, and hence,

is an equivalence relation on P.

EXAMPLE 7. It follows from Example 3(&) that “is the brother of” is nof symmetric and, hence, is nof an
equivalence relation on P. See Problems 2.1-2.3.

EXAMPLE 8. It follows from Example 3(¢) that “is less than or equal to” is not symmetric and, hence, is not an
equivalence relation on R.

2.4 EQUIVALENCE SETS

DEFINITION 2.6: Let S be a set and R be an equivalence relation on S. If ¢ € S, the elements
y € 8 satisfying y R a constitute a subset, [a], of S, called an equivalence set or equivalence class.

Thus, formally,
lal ={y:pesS, yRa}
{Note the use of brackets here to denote equivalence classes.)

EXAMPLE 9. Consider the set T of all triangles in a plane and the equivalence relation (see Problem 2.1) “is
congruent to.” When a, b € T we shall mean by [a] the set or class of all triangles of T congruent to the triangle a,
and by [5] the set or class of all triangles of 7 congruent to the triangle #. We note, in passing, that triangle a is
included in [a] and that if triangle ¢ is included in both [a] and [4] then [a] and [5] are merely two other ways of
indicating the class [¢].

A set {4,B8,C,...} of non-empty subsets of a set S will be called a pariition of S provided
() AUBUCU- .. =5 and (ii) the intersection of every pair of distinct subsets is the empty set.
The principal result of this section is

Theorem I. An equivalence relation R on a set S effects a partition of S, and conversely, a partition of §
defines an equivalence relation on S.

EXAMPLE 10. Let a relation R be defined on the set R of real numbers by xRy if and only if |x| = [y|, and let
us determine if R is an equivalence relation.

Since |a| = |a| for all a € R, we can see that aRa and R is reflexive.
Now if aR& for some a,b € R then |a| = |5| so |5 = |a| and ¢Rb and R is symmetric.

Finally, if aR& and d#Re for some a,b,c c R then |a| = |8 and || = |¢| thus |a| = |¢| and aRe. Hence, R is
transitive.

Since R is reflexive, symmetric, and transitive, R is an equivalence relation on R. Now the equivalence set or
class [a] = {g, — ) for ¢ £ 0 and [0] = {0}. The set {{0},{1, — 1}, {2, — 2},...} forms a partition of [.

EXAMPLE 11. Two integers will be said to have the same parity if both are even or both are odd.
The relation “has the same parity as” on Z is an equivalence relation. (Prove this.) The relation establishes two
subsets of Z:

A={x:xeZ, xiseven} and B={x:xeZ, xis odd}

Now every element of Z will be found either in 4 or in B but never in both. Hence, AU B =Z and ANF =@, and
the relation effects a partition of Z.
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EXAMPLE 12. Consider the subsets 4=1{3,6,9,...,24}, B=1{1,4,7,...,25}, and C ={2,5,8,...,23} of
§={1,2,3,...,25). Clearly, AUBUC=Sand 4N B=ANC =BNC =, so that {4, B, C} is a partition of S.
The equivalence relation which yields this partition is “‘has the same remainder when divided by 3 as.”

In proving Theorem I, (see Problem 2.6), use will be made of the following properties of
equivalence sets:

(1) aeld
(2) If b € [a]. then [b] = [a].
(3) 1If[a]N[b] # B, then [a] = [b].

The first of these follows immediately from the reflexive property a R a of an equivalence relation. For
proofs of the others, see Problems 2.4 2.5.

2.5 ORDERING IN SETS

Consider the subset 4 = {2, 1,3, 12, 4} of N. In writing this set we have purposely failed to follow a natural
inclination to giveitas 4 — {1, 2, 3, 4, 12} so as to point out that the latter version results from the use of
the binary relation (<) defined on N. This ordering of the elements of 4 (also, of N) is said to be ioial,
since for every a, b € 4 (m,n € N) either a < b, a=bh, or a> b (m <n, m =un, m > n). On the other
hand, the binary relation (| ), (see Problem 1.27, Chapter 1) effects only a partial ordering on A, 1e.,2 | 4
but 2 f3. These orderings of A4 can best be illustrated by means of diagrams. Fig. 2-1 shows the ordering
of A affected by (<).
We begin at the lowest point of the diagram and follow the arrows to obtain

1=2=<3=<4=<12

It is to be expected that the diagram for a totally ordered set is always a straight line. Fig. 2-2 shows the
partial ordering of 4 affected by the relation ( | ). See also Problem 2.7.

DEFINITION 2.7: A set S will be said to be partially ordered (the possibility of a total ordering is not
excluded) by a binary relation R if for arbitrary a,b,c € S,

(i) R is reflexive, i.e., a R a;
(ii) R is anti-symmetric, i.e., a R » and » R a if and only if a = b;
(fii) R is transitive, i.e., ¢ R b and b R ¢ implies a R c.

12 12
4
4
3 4
2
2
1 1

Fig. 2-1 Fig. 2-2
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It will be left for the reader to check that these properties are satisfied by each of the relations (<)
and (|) on 4 and also to verify that the properties contain a redundancy in that (é) implies (7).
The redundancy has been introduced to make perfectly clear the essential difference between the
relations of this and the previous section.

Let § be a partially ordered set with respect to R. Then:

(1) every subset of § is also partially ordered with respect to R while some subsets may be totally
ordered. For example, in Fig. 2-2 the subset {1, 2, 3} is partially ordered, while the subset {1,2, 4} is
totally ordered by the relation (]).

(2) the element ¢ € S is called a first element of S if a R x for every x € S.

(3) theelement g £ S is called a last element of Sif x R g for every x € §. [The first (last) element of an
ordered set, assuming there is one, is unique. ]

(4) the element @ € S is called a minimal elerment of S 1if x R a implies x =« for every x € S.

(5) the element g € S is called a maximal element of S if g R x implies g = x for every x € §.

EXAMPLE 13.

{a) 1In the orderings of 4 of Figs. 2-1 and 2-2, the first element is 1 and the last element is 12. Also, 1 is a minimal
element and 12 is a maximal element.

() InFig.2-3, S={a,b ¢ d}hasa first element ¢ but no last element. Here, a is a minimal element while ¢ and d
are maximal elements.

{¢) InFig. 2-4, §={a,b, ¢, d, e} has a last element e but no first element. Here, ¢ and b are minimal elements while
¢ is a maximal element.

An ordered set § having the property that each of its non-empty subsets has a first element, is said
to be well ordered. For example, consider the sets N and @ each ordered by the relation (<). Clearly,
N is well ordered but, since the subset {x : x € @, x > 2} of @ has no first element, @ is not well ordered.
Is Z well ordered by the relation (<)? Is 4 = {1,2,3,4, 12} well ordered by the relation (| )?

Let § be well ordered by the relation R. Then for arbitrary a. b € S, the subset {a, b} of S has a first
element and so either ¢ R b or b R a. We have proved

Theorem II. Every well-ordered set is totally ordered.

2.6 OPERATIONS
Let @ = {x:x ¢ @ x = 0}. For every a,b ¢ @7, we have

a+b b+a ab,b-aarb brac
Addition, multiplication, and division are examples of binary operations on @*. (Note that such

operations are simply mappings of @ x QT into @*.) For example, addition associates with each pair
a,bc @' an element a+bec Q. Now a+b=>b+a but, in general, a+b #b-+a; hence, to

a

Fig. 2-3 Fig. 24
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ensure a unique image it 1s necessary to think of these operations as defined on ordered pairs of elements.
Thus,

DEFINITION 2.8: A binary opertaion ** o ” on a non-empty set S is a mapping which associates with
each ordered pair (q,b) of elements of S a uniquely defined element acb of §. In brief, a binary
operation on a set S is a mapping of § x § mto §.

EXAMPLE 14.

{(z) Addition is a binary operation on the set of even natural numbers (the sum of two even natural numbers
is an even natural number) but is not a binary operation on the set of odd natural numbers {the sum of
two odd natural numbers is an even natural number).

() Neither addition nor multiplication are binary operations on S=1{0,1,2,3,4} since, for example,
243=5¢S5and 2-3=6¢S.
{¢) The operation ¢ o & = ais a binary operation on the set of real numbers. In this example, the operation assigns

to each ordered pair of elements (a, &) the first element a.

{d) 1In Table 2-1, defining a certain binary operation o on the set 4 = {a, b, ¢, d, e} is to be read as follows: For every
ordered pair (x, y) of 4 x 4, we find x o y as the entry commeon to the row labeled x and the column labeled y.
For example, the encircled element is d o e (not eod).

Table 2-1
ola & ¢ d e
ala b ¢ d e
Blb e d e a
ele de a b
dld e a b @
el e ua ¢ d

The fact that o is a binary operation on a set S is frequently indicated by the equivalent statement:
The set S is closed with respect to the operation o. Example 14(¢) may then be expressed: The set
of even natural numbers is closed with respect to addition; the set of odd natural numbers is not closed
with respect to addition.

2.7 TYPES OF BINARY OPERATIONS

DEFINITION 2.9: A binary operation ¢ on a set S is called comnutative whenever x o y = y o x for all
x,y eS8,

EXAMPLE 15.

{a) Addition and multiplication are commutative binary operations, while division is not a commutative binary
operation on Q.

(k) The operation in Example 14{¢) above is not commnutative since 203 =2 and 302 = 3.

{¢) The operation o on A of Table 2-1 is commutative. This may be checked readily by noting that (i) each row
(b,¢,d, e, ain the second row, for example) and the same numbered column (4, ¢, d, e, a in the second column)
read exactly the same or that (i) the elements of § are symmetrically placed with respect to the principal
diagonal (dotted line) extending from the upper left to the lower right of the table.
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DEFINITION 2.10: A binary operation o on a set S is called associafive whenever (xoy)oz =
xo(yoz) forall x,y,z ¢ S.

EXAMPLE 186.
(o) Addition and mmultiplication are associative binary operations on Q.

() The operation o in Example 14(c) is an associafive operation since for all a, bR, ao(boc)=
acb=aand {aob)oc=aoc—=a.

{¢) The operation o on 4 of Table 2-1 is associative. We find, for instance, (b o ¢)od=d o d=25 and
bo{cod)=boa=0 ; (doelod=cod=aand do{eod)=doc—=a; ... Completing the proof here
becomes exceedingly tedious, but it is snggested that the reader check a few other random choices.

{d) Let o be a binary operation on R defined by

aob=a+2bforalla bcR
Since (aob)oc={a+2b)oc=a+2b+2¢
while aa(baoc)=aoclb+20)=a+2b+2c)=a+2b+4¢
the operation is not associative.

DEFINITION 2.11: A set S is said to have an identity (unit or neutral) element with respect to
a binary operation o on § if there exists an element u € S with the property uex =xou=x for
every x € §.

EXAMPLE 17.

{z) An identity element of €@ with respect to addition is 0 since 0+ x = x+ 0 = x for every x € @; an identity
element of @ with respect to multiplication is 1 since 1 - x = x - 1 = x for every x € Q.

(&) N has no idenfity element with respect to addition, but 1 is an identity element with respect to multiplication.
{¢) An identity element of the set 4 of Example 14(d) with respect to o is a. Note that there is only one.
In Problem 2.8, we prove

Theorem III. The identity element, if one exists, of a set S with respect to a binary operation on S is
unique.

Consider a set S having the identity element u with respect to a binary operation o. An element y € S
is called an inverse of x € S provided xep =yox =1
EXAMPLE 18.

(@) The inverse with respect to addition, or additive inverse of x € Z1s — x since x + {(—x) = (0, the additive
identity element of Z. In general, x € Z does not have a multiplicative inverse.

{(£) In Example 14{d), the inverses of a,b,¢,d, e are respectively a, e, d,¢, b.
It is not difficult to prove

Theorem IV, Let o be a binary operation on a set S. The inverse with respect to o of x € S, if one exists,
is unique.

Finally, let S be a set on which two binary operations [] and o are defined. The operation [ is said
to be left distributive with respect to o if

aldhoec)=(@d bo(adc)forall a,b,ccS (a)
and is said to be right distributive with respect to o if

booyOa=(bOac(cOa forall a,b,cc S (b
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When both (2) and (b) hold, we say simply that [ is distributive with respect to o. Note that the
right members of (a) and (b) are equal whenever [ ] is commutative.

EXAMPLE 19.

{a) For the set of all integers, multiplication {[]=-) is distributive with respect to addition (o =)
since x-{y+z)=x-y+x-z forall x, v,z Z

(k) For the set of all integers, let o be ordinary addition and O be defined by
X Dy:xz-y:xzy forallx,yeZ

SinceaQb+e)=abt+a’c=@IH @)
[ is left distributive with respect to +. Since

(b+o) Ha=ab® +2abetac®* # G Oa)+cda)=Fa+tcla

[0 is not right distributive with respect to +.

2.8 WELL-DEFINED OPERATIONS
Let S ={a,b,c,...} be a set on which a binary operation o is defined, and let the relation R partition §
into a set F = {[a].[b],[c],...} of equivalence classes. Let a binary operation & on £ be defined by
la]l & [b] = [ao b] for every |a], [b] € £

Now it is not immediately clear that, for arbitrary p,q € [a] and », s € [b], we have

[porl=I[g o sl=lacl] {c)
We shall say that & is well defined on F, that is,

(21 [r] = [g] & [s] = [a] & [8]

if and only if (¢) holds.

EXAMPLE 20. The relation “has the same remainder when divided by 9 as” partitions N into nine equivalence
classes [1],[2].[3]....,[9]. If o is interpreted as addition on N, it is easy to show that 4 as defined above is
well defined. For example, when x-y e N, 9x+2 e [2]and 9y + 5 €[5]; then 2] &[5 =[Ox+2)+ 9y + 5)] =
[Hx++T7=[7=[2+5]etc.

2.9 ISOMORPHISMS

Throughout this section we shall be using two sets:
A=1{1,2,3,4} and B=/{p.g¢grs}

Now that ordering relations have been introduced, there will be a tendency to note here the familiar
ordering used in displaying the elements of each set. We point this out in order to warn the reader against
giving to any set properties which are not explicitly stated. In (1) below we consider A4 and B as arbitrary
sets of four elements each and nothing more; for instance, we might have used {x, +.$, %} as 4 or B;
in (2) we introduce ordering relations on A4 and B but not the ones mentioned above; in (3) we define
binary operations on the unordered sets 4 and B; in (4) we define binary operations on the ordered sets

of (2).
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P 4
q 3
5 2
r 1
Fig. 2-5

Fig. 2-6

(1) The mapping
¢ ls—p, 2<—q, 3«—r d<—s

is one of 24 establishing a 1-1 correspondence between 4 and 5.

(2) Let A be ordered by the relation ® = ( |) and B be ordered by the relation R’ as indicated
in the diagram of Fig. 2-5. Since the diagram for 4 is as shown in Fig. 2-6, it is clear that the
mapping

B: le—r, 2¢—35, 3+—q, 4«—p
is a 1-1 correspondence between 4 and B which preserves the order relations, that is, for

w,ve A and x,y € B with u<—x and v<—y then

u R v implies x R y

and conversely.
(3) On the unordered sets 4 and B, define the respective binary operations o and [] with operation

tables
Table 2-2 Table 2-3
o|l 2 3 4 g g r s
11 2 3 4 ?lg r s p
212413 a0, 5y
3131 4 2 rls pog r
414 3 2 1 s |p ros

It may be readily verified that the mapping
yi le—s, 2¢«—p, I+—r, d«—yq
is a 1-1 correspondence between 4 and B which preserves the operations, that is, whenever
wed«—sxeB and ved«—sypelR
(to be read “win 4 corresponds to x in B and v in 4 corresponds to y in B”), then

Wwove—x ]y
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(4) On the ordered sets 4 and B of (2), define the respective binary operations o and [] with operation
tables

Table 2-4 Table 2-5
o|l 2 3 4 lp g r s
1|1 2 3 4 p|\r s p g
2|2 ¢ 1 3 and s p g r
313 1 4 2 rlp g r s
414 3 2 1 s ros p

It may be readily verified that the mapping
B:ile—r, 2+—y3, 3«—q, 4«—p

is a 1-1 correspondence between A4 and B which preserves both the order relations and the
operations.

By an algebraic system S we shall mean a set § together with any relations and operations defined
on S. In each of the cases (1) (4) above, we are concerned then with a certain correspondence between
the sets of the two systems. In each case we shall say that the particular mapping is an isomorphism of
A onto B or that the systems 4 and B are isomorphic under the mapping in accordance with:

Two systems S and T are called isomorphic provided

(i) there exists a 1-1 correspondence between the sets S and 7, and
(i) any relations and operations defined on the sets are preserved in the correspondence.

Let us now look more closely at, say, the two systems 4 and B of (3). The binary operation o is
both associative and commutative; also, with respect to this operation, 4 has 1 as identity element and
every element of 4 has an inverse. One might suspect then that Table 2-2 is something more than the
vacuous exercise of constructing a square array in which no element occurs twice in the same row or
column. Considering the elements of A4 as digits rather than abstract symbols, it is easy to verify that the
binary operation o may be defined as: for every x,y € 4, x o » is the remainder when x - p is divided by 5.
(Forexample,2-4 =8 =1-543 and 2 ¢ 4 = 3.) Moreover, the system B is merely a disguised or coded
version of 4, the particular code being the 1-1 correspondence y.

We shall make use of isomorphisms between algebraic systems in two ways:

{a) having discovered certain properties of one system (for example, those of 4 listed above) we may
without further ado restate them as properties of any other system isomorphic with it.

() whenever more convenient, we may replace one system by any other isomorphic with it. Examples
of this will be met with in Chapters 4 and 6.

210 PERMUTATIONS

Let S ={1,2,3,...,#n} and consider the set S,, of the n! permutations of these » symbols. A permutation
of a set § is a one-to-one function from § onte S. (No significance is to be given te the fact that they
are natural numbers.) The definition of the product of mappings in Chapter 1 leads naturally to the
definition of a “permutation operation™ o on the elements of S,. First, however, we shall introduce more
useful notations for permutations.
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Let éy,ip,3,. . ., iy be some arrangement of the elements of S. We now introduce a two-line notation
for the permutation
( 123.. n)
o — T e
iz ..l

which is simply a variation of the notation for the mapping
¢:1l—=§h,2—=06,---.n—1or
a(ly =i, w(2) =i, -+, a(n) = iy

Smmilarly, if j1. j2, fa,....Jn 18 another arrangement of the elements of S, we write

1 2 3..n
p= (fl J2 Ja --‘jn)

By the product o« we shall mean that « and § are to be performed in right to left order; first
apply « and then B. Now a rearrangement of any arrangement of the elements of S is simply
another arrangement of these elements. Thus, for every o, 8 € S,. Boa € Sy, and o is a binary operation
on S,.
EXAMPLE 21. Let

12345 1234535 12345

@ = ’ = ) and y=

23451 13254 12453

be 3 of the 5! permutations in the set S5 of all permutations on S ={1,2,3,4,5}.
Since the order of the columns of any permutation is immaterial, we may rewrite S as

P 23451
\32541
in which the upper line of g is the lower line of .
Then
23451 12345 12345
'BDQ‘,': o frres’
(32541) (23451) (32541)

In other words, foa(l) = Bla{l)) = 5(2) = 3.

Similarly, rewriting « as
13254 12345
, wefind aof=
24315 24315

Thus, o is not commutative.

32541
42351

32541 12345 12345
yo(Boa)= o -
42351 32541 42351

Writing 1 as ( ), we find
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It is left for the reader to obtain
g_(23451
YoP=\42351

and show that (yo f)oa = yo(Bow). Thus, o is associafive in this example. It is now easy to show that o is
associative on S5 and also on S,
The identity permmutation is

1234
I_(1234

5
5
since clearly

Toa=aol =w, ...

Finally, interchanging the two lines of «, we have

23451y (12
12345/ 151
1 1

sincewoa F—a ' oa=1Z. Moreover, if is evident that every element of S5 has an inverse.

Another notation for permutations will now be introduced. The permutation

of Example 21 can be written in cycfic notation as (12345) where the cycle (12345) is interpreted to
mean: 1 is replaced by 2, 2 is replaced by 3, 3 bv 4, 4 by 5, and 5 by 1.

The permutation
{12345
Y“l12453

can be written as (345) where the cycle (345) is interpreted to mean: 1 and 2, the missing symbols, are
unchanged, while 3 is replaced by 4, 4 by 5, and 5 by 3. The permutation 8 can be written as (23)(45).
The interpretation is clear: 1 is unchanged; 2 is replaced by 3 and 3 by 2; 4 is replaced by 5 and 5 by 4.
We shall call (23)(45) a product of cvcles. Note that these cycles are disjoint, 1.e., have no symbols
in common. Thus, in cyclic notation we shall expect a permutation on # symbols to consist of a single
cycle or the product of two or more mutually disjoint cycles. Now (23) and (45) are themselves
permutations of S = {1,2,3,4, 5} and, hence 8 = (23) o (45) but we shall continue to use juxtaposition
to indicate the product of digjoint cycles. The reader will check that 8o e = (135) and «w o 8 = (124).
In this notation the identity permutation Z will be denoted by (1). See Problem 2.11.

2.11 TRANSPOSITIONS

A permutation such as (12), (25),... which involves interchanges of only two of the » symbols of
S=1{1,2,3,...,n) is called a trausposition. Any permutation can be expressed, but not uniquely, as a
product of transpositions.

EXAMPLE 22. Express cach of the following permutations

(o) (23), (&) (133), {c) (2345), (d) (12345)



30 RELATIONS AND OPERATIONS [CHAP.2

on §=1{1,2,3,4,5) as products of transpositions.
(@ (23)=(12)e(23)o(13) = (12) o (13} 0 {12)
By (135) = (15{13) = (35 a(15) =(13)c (15 a(13)c (15
(&) (2345) = (25) o (24) o (23) = (35) o (34) 0 {25)
() (12345) = (15 o (14 o (13) o (12)
The example above illustrates

Theorem V. let a permutation ¢ on # symbols be expressed as the product of r transpositions
and also as a product of s transpositions. Then » and ¢ are either both even or both odd.
For a proof, see Problem 2.12.

A permutation will be called even (odd) if it can be expressed as a product of an even (odd) number
of transpositions. In Problem 2.13, we prove

Theorem VI Of the n! permutations of » symbols, half are even and half are odd.
Example 20 also illustrates

Theorem VII. A cycle of m symbols can be written as a product of m— 1 transpositions.

212 ALGEBRAIC SYSTEMS

Much of the remainder of this book will be devoted to the study of various algebraic systems. Such
systems may be studied in either of two ways:

(z) we begin with a set of elements (for example, the natural numbers or a set isomorphic to it), define
the binary operations addition and multiplication, and derive the familiar laws governing
operations with these numbers.

() we begin with a set § of elements (not identified); define a binary operation o; lay down certain
postulates, for example, (1) o is associative, (i) there exists in S an identity element with respect to o,
(11i) there exists in S an inverse with respect to ¢ of each element of S; and establish a number of
theorems which follow.

We shall use both procedures here. In the next chapter we shall follow (a) in the study of the natural
numbers.

Solved Problems

2.1. Show that “‘is congruent to” on the set 7 of all triangles in a plane is an equivalence relation.

(i) “ais congruent to a for all ¢ € T7 is valid.
(it) “If a is congruent to b, then & is congruent to a” is valid.
(ifii) “If a is congruent to b and b is congruent to ¢, then a is congruent fo ¢” is valid.

Thus, “is congruent to™ is an equivalence relation on 7.

2.2. Show that **<’" on Z is not an equivalence relation.

(i) “a < aqforall g e Z” is not valid.
(7i) “If e < b, then & < ¢” is not valid.
(iii) “Ifa < band b < ¢, then a < ¢” is valid.

Thus ““<” on Z is not an equivalence relation. (Note that (i) or (if) is sufficient.)
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2.3. Let R be an equivalence relation and assume ¢ R ¢ and ¢ R b. Prove a R b.

Since ¢ R a, then a R ¢ (by the symmetric property). Since a R ¢ and ¢ R &, then a R & (by the transitive
property).

2.4. Prove: If b € |a], then [b] =]a].

Denote by R the equivalence relation defining [¢]. By definition, # < [a] implies & R a and x € [5] implies
xR5. Then x R a for every x € b (by the transitive property) and [5] C [a]. A repetition of the argument
using a R & {which follows by the symmetric property of R) and y R a (whenever y € [a]) yields [¢] < [5].
Thus, [b]=[a], as required.

2.5. Prove: If [a] N [b] +# ¥, then [a] =[b].

Suppose [a] N [A]={r.3, ...}. Then [r]=[a] and [r]=[&] (by Problem 4), and [a] =[5] (by the transitive
property of =).

2.6. Prove: An equivalence relation R on a set S effects a partition of § and, conversely, a partition of §
defines an equivalence relation on S.

Let R be an equivalence relation on S and define for each p € §, T, =[p]|={x:x € §, xRp}.

Since p € [p], it is clear that Sis the union of all the distinct subsets Ty, Ts, T2, induced by R. Now for any
pair of these subsets, as T, and T,, we have T, N T.=1 since, otherwise, 73— T, by Problem 5. Thus,
{T,, Ty, T,,...}is the partition of § effected by R.

Conversely, let {T,, T, T, ...} be any partition of S. On § define the binary relation R by p R ¢ if and
only if there is a 7} in the partition such that p,g< 7} It is clear that R is both reflexive and symmetric.
Suppose p R g and ¢ R r; then by the definition of 'R there exist subsets T; and T}, {not necessarily distinct)
for which p,ge¥; and ¢,r T3 Now 1;N Ty # @ and so Ty=1}. Since p,re 1}, then pRrand R is
transitive. This completes the proof that R is an equivalence relation.

2.7. Diagram the partial ordering of (&) the set of subsets of S=1{a, b, ¢} effected by the binary relation

(C), (b) the set B={2,4,5,8,15,45, 60} effected by the binary relation (]).

These figures need no claboration once it is understood a minimmm number of line segments is to be used.
In Fig. 2-7, for example, @ is not joined directly to {a,b, ¢} since B < {a,b,¢} is indicated by the path
BClat Cla b} C{a,b,c}. Likewise, in Fig. 2-8, segments joining 2 to 8 and 5 to 45 are unnecessary.

2.8. Prove: The identity element, if one exists, with respect to a binary operation o on a set S is unique.

{a, b, c} 8 60 45

{a, b} {b,c}

{a} {e}

Fig. 2-7 Fig. 2-8
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2.9.

2.10.

2.11.

RELATIONS AND OPERATIONS [CHAP.2

Assume the contrary, that is, assume ¢rand ¢ to be identity elements of S. Since ¢ is an identity element
we have g1 o g2 = g2, while since ¢ is an identity element we have qio q2 = ¢1. Thus, g1 = g1 0 2 = ¢,
the identity element is nnique.

Show that multiplication is a binary operation on §={1,—1,i,—7} where i=+/—1.

This can be done most easily by forming the adjoining table and noting that each entry is a unique
element of S.

Table 2-6

The order in which the elements of S are placed as labels on the rows and columns is immaterial; there is
some gain, however, in using the same order for both.

The reader may show easily that multiplication is on S and is both associative and commmutative, that 1 is
the identity element and that the inverses of 1, —1,{, —i are respectively 1, —1, —i, i.

Determine the properties of the binary operations o and [ defined on §={a, b, ¢, d} by the given
tables:

Table 2-7 Table 2-8
ala b ¢ d Ol a & ¢ d
ala b ¢ d al d a ¢ b
blb ¢ d b b
cl|le d c| b d ¢
dld a b ¢ dl ¢ b d a

The binary operation o defined by Table 2-7 is commutative {check that the entries are symmetrically placed
with respect to the principal diagonal) and associative {(again, a chore). There is an identity element a (the
column labels are also the elements of the first column and the row labels are also the elements of the first
row). The inverses of a, b, ¢, d are respectively a,d, ¢, b (aoa=bod=coc=dob=na).

The binary operation [ defined by Table 2-8 is neither commutative (¢ [ ¢=¢, ¢ [0 a=¥) nor
associative a [ l{FLc)=allb=a, (ab)[e=alle=¢). There is no identity element and, hence, no
element of S has an inverse.

Since al{doc)=a#d={aU0d)c{ale) and {doc)Ja#{dJa)o(c a), [ is neither left nor right
distributive with respect to o; since do{e O b)) =c#£ a=(doc) O (dob) and o is commutative, o is neither left
nor right distributive with respect to 1.

(@) Write the permutations (23) and (13)(245) on 5 symbols in two line notation.
() Express the products (23) o (13)(245) and (13)(245) 2 (23) in cyclic notation.
(c) Express in cyclic notation the inverses of (23) and of (13)(245).
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(@)
- (12345) PR (12345)
= an g
13245 34152
(&)
e sois (L2343 13245
° *(13245)0(31452)
12345
_ ):(12453)
24153
and
A3s oy (L2345 (34152
° *(34152)0(24153)
(1234 5)7(13452)
TREL 4SBT

(¢) The inverse of {23) is

13
12

The inverse of {13){245) is

34152 12345
(1 2345):(3 51 24):(13)(254)'

245 12345
345):(13245):@3)

2.12. Prove: Let the permutation « on n symbols be expressed as the product of » transpositions
and also as the product of s > r transpositions. Then » and s are either both even or both odd.

Using the distinet symbols x;, x5, x5, ..., x,, we form the product

A= {x1 — x2){1 — X301 — Xa) - - (X1 — Xn)

(22 — x3)xg — xq) - - - (X7 — )

A transposition {u,v), where ¥ < v, on 4 has the following effect: {1) any factor which involves neither x,
nor x, is unchanged, (2) the single factor x, — x, changes sign, (3) the remaining factors, cach of which
contains either x, or x, but not both, can be grouped into pairs, {x,— x,)(x,— x,) Where 1 < v< w,
(x,—x,)(x,,— x,) where w <w < v, and {x, —x,){x,,—x,) wWhere w < u < v, which are all unchanged.
Thus, the effect of the transposition on 4 is to change its sign.

Now the effect of @ on A4 is to produce (— 1Y 4 or (—1)°4 according as « is written as the product of r or s
transpositions. Since (—1Y4={—1)"4, we have 4=(—1Y""4 so that s —r is even. Thus, r and s are either
both even or both odd.

2.13. Prove: Of the n! permutations on n symbols, half are even and half are odd.
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2.14.

2.15.

2.16.

2.17.

Denote the even permutations by z1, pa, p3, - - ., 7, and the odd permutations by ¢1, g2, ¢3, - - -, ¢y- Let ¢ be any
.,topy are permutations on n symbols. They are distinct since
Pi.P2, 3, - - -, Pu are distinet and they are odd; thus u < v. Also, togi,to ¢, togs, ..., to g, are distinet and

transposition. Now topi,topy,top,..

RELATIONS AND OPERATIONS [CHAP.2

1

even; thus v < . Hence u = v = 3n!

Supplementary Problems

Which of the following are equivalence relations?

(@)
(&
()
(d)
(e)
)

(@)

(&

()
(d)

“Ts similar to™ for the set T of all triangles in a plane.
“Has the same radius as” for the set of all circles in a plane.
“Ts the square of ”* for the set N.
“Has the same number of vertices as” for the set of all polygons in a plane.
“C” for the set of sets S={4,B,C,...}.
“” for the set [R.
Ans. (@), (b),(d).

Show that “is a factor of " on N is reflexive and transitive but is not symmetric.

Show that “‘costs within one dollar of” for men’s shoes is reflexive and symmetric but not
transitive.

Give an example of a relation which 1s symmetric and transitive but not reflexive.

Conclude from (a), (b),(c) that no two of the properties reflexive, symmetric, transitive of a
binary relation implies the other.

Diagram the partial ordering of

(@)
()
(c)

A=1{1,2,8,6)
B=1{1,2,3,5,30,60} and
C ={1,3,5,15,30,45}

effected on each by the relation (]).

Let S={a,b,c,d e f} be ordered by the relation R as shown in Fig. 2-9.

(@)
@)

List all pairs x, v € § for which /R y.

List all subsets of three elements each of which are totally ordered.

Fig. 2-9
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2.18.

2.19.

2.20.

2.21.

2.22.

2.23.

2.24.

2.25,

Verify:
(a) the ordered set of subsets of S'in Problem 2.7 {a) has # as first element (also, as minimal element)
and § as last element {also, as maximal element).

(B) the ordered set B of Problem 2.7 (b) has neither a first nor last element. What are its minimal
and maximal elements?

(¢) the subset C=1{2,4,5,15 60} of B of Problem 2.7 (&) has a last element but no first element.
What are its minimal and maximal elements?

Show:

(z) multiplication is a binary operation on §=1{1,—1} but not on 7=1{1,2},

(0) addition is a binary relation on S={x:x€Z, x < (0} but multiplication is not.

Tet S={4,B,C,D} where A=0, B={a,b}, C={a,¢}, D=1{a,b,¢}. Construct tables to show that U is a
binary relation on S but N is not.

For the binary operations o and [ defined on §=/{a, b, ¢, d, e} by Tables 2-9 and 2-10, assume associativity
and investigate for all other properties.

Table 2-9 Table 2-10
olae b ¢ d e Ola & ¢ d e
ala d a d e ala ¢ ¢ a a
bld & b d e ble ¢ ¢ b b
cla b ¢ d e e |e e B
dld d d d e dla b ¢ d d
ele e e e e e la b ¢ d e

Let S={A4,B,C, D} where A=, B={a}, C={a,b}, D="1{a.b,c}.
(z) Construct tables to show that U and N are binary operations on S.

(b) Assume associativity for each operation and investigate all other properties.

For the binary operation on S={e,b,¢,d,e,f, g,k defined by Table 2-11, assume associativity and
investigate all other properties.

Table 2-11
b e d e

a
=

Og
Pl

R, R 0 o om ey e |

R T~ VRS T -
=0 M m oR o TR
[ SN LS S~ U SO <
Tgome om oty e R RO
Sy Mmoo T Qe R Ry
SR RO SN ™A
oo RS o 0g
oo OroR om0y e o

Show that o defined in Problem 2.23 is a binary operation on the subsets Sy =1{a}, S1=1{a, ¢}, S»={a, e},
Sy={a,f}, Sa={a,g}, Ss={a,h}, Se={a,b,c,d}, S;={a,c,e,f}, Ss={a,¢,g h} but not on the subsets
T1={a,b} and To={a,f, g} of S.

Prove Theorem IV.
Hint: Assume v and z to be inverses of x and consider zo{xoy}=(zox)oy.
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2.26. {a) Show that the set N of all natural numbers under addition and the set M = {2x : x € N} under addition
are isomorphic.

Hint: Usene N «— Zne M.

(B) Is the set N under addition isomorphic to the set P = {2x — 1 : x € N} under addition?
(¢) Ts the set M of {¢) isomorphic to the set P of (5)?

2.27. Let 4 and B be sets with respective operations o and [1. Suppose 4 and B are isomorphic and show:
(¢) if the associative (commutative) law holds in 4 it also holds in B.
(B) if A4 has an identity element u, then its correspondent v’ is the identity element in 5.

(¢) if each element in 4 has an inverse with respect to o, the same is true of the elements of B with
respect to O

Hint:In{(a),letac d+—a' cB, b+—5',¢c+— ¢ Then

ao(boc)«—a' OF ), {goboc—{a’'OJbdH e’

and ao(bocd)=(aob)oc implies o’ OF O «—={a ObY .

2.28. Express each of the following permutations on 8 symbols as a product of disjoint cycles and as a product of
transpositions {minimmm number).

@ (23413678) @ (33567812) © (3a1anars)
(d) (2468) 0 (348) (&) (15)(2468) o (37)(15468) (F) (135) 0 (3456) o (4678)
FPartial answer:
(o) (123)={(14)13)(12)
(o) (13)(246)(58) = (13)(26)(24)(58)
(d) (368)(24)=(38)(36)(24)
(f) (1345678) = (18)(17)(16)(15)14)(13)
Note: For convenience, o has been suppressed in indicating the products of transpositions.

2.29. Show that the cycles (1357) and {(2468) of Problem 2.28(5) are commutative. State the theorem covering this.

2.30. Write in cyclic notation the 6 permutations on §={1,2,3}, denote them in some order by p1, p2, p3, .- -, pe and
form a table of products p, o py.

2.31. Form the operation (product) table for the set §=4{(1), (1234), (1432), (13%24)} of permutations on four
symbels. Using Table 2-3, show that § is isomorphic to B.



The Natural Numbers

INTRODUCTION

Thus far we have assumed those properties of the number systems necessary to provide examples and
exercises in the earlier chapters. In this chapter we propose to develop the system of natural numbers
assuming only a few of its simpler properties.

3.1 THE PEANO POSTULATES

These simple properties, known as the Peano Postulates (Axioms) after the Italian mathematician who
in 1899 maugurated the program, may be stated as follows:

Let there exist a non-empty set N such that

Postulate I. 1 e R.

Postulate II.  For each # < N there exists a unique #* € N, called the successor of n.
Postulate III.  For each # € N we have »* # 1.

Postulate IV. If s, n e N and m* — »*, then m—n.

Postulate V. Any subset K of N having the properties

(@ 1ekK
(h) k" € K whenever k € K
is equal to N.

First, we shall check to see that these are in fact well-known properties of the natural numbers.
Postulates I and II need no elaboration; ITI states that there is a first natural number 1; IV states that
distinct natural numbers s and # have distinct successors m + 1 and » + 1; V states essentially that any
natural number can be reached by beginning with 1 and counting consecutive successors.

It will be noted that, in the definitions of addition and multiplication on N which follow, nothing
beyond these postulates is used.

3.2 ADDITION ON N
Addition on N is defined by

(i) n+1l=n" foreverynelN
(i) n+m* =(n+m)", whenever n + m is defined.

37
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It can be shown that addition is then subject to the following laws:
For all m,n, p e N,

A; Closure Law: n+m < N

A, Commutative Law: n+m =m+n

Az Associative Law: m +{(n+p) =(m+n) +p

A4 Cancellation Law: If m+ p = n + p, then m=n.

3.3 MULTIPLICATION ON N
Multiplication on N is defined by

(fii) n-1=n
(iv) n.-m* =n.-m+n, whenever n-m is defined.

It can be shown that multiplication is then subject to the following laws:
For all m,n, p e N,

M, Closure Law: n-m<c N

M, Commutative Law:m-n=n m

M; Associative Law: m-(n-p) =(m-u) p

M, Cancellation Law: If m - p — n - p, then m —n.

Addition and multiplication are subject to the Distributive Laws:
For all m,n, p € N,

Dy, m-(m+p)=m-un+m-p
D; (n+p)-m=n-m+p-m

3.4 MATHEMATICAL INDUCTION
Consider the proposition
P(m) : m* £ m, for every me N
We shall now show how this proposition may be established using only the Postulates I V. Define
K =1{k:keN, Pk) is true}

Now 1 £ N by Postulate I, and 1* # 1 by Postulate I11. Thus, P(1) is true and 1 € K.
Next, let & be any element of K; then

(@) Pk): K £k
is true. Now if (A*)* = k* it follows from Postulate IV that &* = &, a contradiction of (a). Hence,
PR (B AR

is true and so k* € K. Now K has the two properties stated in Postulate V; thus K =N and the
proposition is valid for every m ¢ N.

In establishing the validity of the above proposition, we have at the same time established the
following:

Principle of Mathematical Induction. A proposition P(m) is true for all m ¢ N provided P(1) is true
and, for each & € N, P(k) is true implies P(k™) is true.
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The several laws Ay Ay, M; My, Dy Dy can be established by mathematical induction. Ap is
established in Example 1, A in Problem 3.1, A; in Problems 3.2 and 3.3, and D3 in Problem 3.5.

EXAMPLE 1. Prove the Closure Law: n-+m € N for all m, n € N.

We are to prove that n+ m is defined (is a natural number) by (i) and (#) for all m,» € N. Suppose n to be
some fixed natural number and consider the proposition

P(m) : n+melN, for every m < M.

Now P(1): n+1 eNis true since n+ 1 =n* (by (i)) and »* ¢ N (by Postulate IT). Suppose next that for
some k€ [N,

P(icy: n+kelN is true.

It then follows that P(k*): n+k* €N is true since n+k* =(r+ 45" (by (i) and (n+4k)" € N whenever
n+k € N {by Postulate IT). Thus, by induction, P(m) is true for all m € N and, since » was any natural number,
the Closure Law for Addition is established.

In view of the Closure Laws Ay and Mj, addition and multiplication are binary operations {see Chapter 2) on N.
The laws Az and Ms suggest as definifions for the sum and product of three elements a1, ay, a3 € N,

v atota=(@tae)ta=a-teta)
and {vi) a1 -m-az =f(a-am)-az = ay -(a - as)

Note that for a sum or product of three natural numbers, parentheses may be inserted at will.
The sum of four natural numbers is considered in Problem 3.4. The general case is left as an exercise.
In Problem 3.6, we prove

Theorem I. Every element u# £ 1 of N is the successor of some other element of .

3.5 THE ORDER RELATIONS

For each m,n € N, we define “<” by

(vi(y m = n if and only if there exists some p € N such that m+p —n

In Problem 3.8 it is shown that the relation < is transitive but neither reflexive nor symmetric.
By Theorem I, 1 < for all n#1 and, by (i) and (vii), n < n* for all n € N. For each m,n < N, we
define *="" by

(viity m > n if and only if 1 < m

There follows

THE TRICHOTOMY LAW: For any m, n € N one and only one of the following is true:

(@) m=n,
() m<mn,
(c) m>n

(For a preoof, see Problem 3.10.)
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Further consequences of the order relations are given in Theorems II and IT':
Theorem II. 1f m,n € N and m < #n, then for each p € N,
{(a) m+p<n+p
(b) m-p<n-p
and, conversely, (a) or (5) with m,n, p € N implies m < n.
Theorem II'. 1f m,n ¢ N and m > », then for each p ¢ N,
(@) m+p>n+p
@) m-p>n-p
and, conversely, (a) or (b) with m, n, p € N mmplies m > .

Since Theorem IT' is merely Theorem II with » and » interchanged, it is clear that the proof of
any part of Theorem II (see Problem 3.11) establishes the corresponding part of Theorem IT'.

The relations “less than or equal to” (<) and ““greater than or equal to” (=) are defined as
follows:

For mnc N, m=nif either m <norm=mn

For mnc N, mz=mnil either m>norm=mn

DEFINITION 3.1: Let 4 be any subset of N (1.e., 4 € N). An element p of A is called the least element
of 4 provided p < a for every a € A.

Notice that in the language of sets, p is the first element of 4 with respect to the ordering <.
In Problem 3.12, we prove

Theorem HI. The set N is well ordered.

3.6 MULTIPLES AND POWERS

Let a € S, on which binary operations + and - have been defined, and define la = a and a' = a.
Also define (k + 1)a = ka + a and a**! = a* . a, whenever ka and ¢, for k € N, are defined.

EXAMPLE 2. Since la=a, wehave 2a=(1+la=la+la=a+a, 3a=241)a=2a+ la= a+ a—+ a, etc.

Sinceal =a, wehavea’ =a™ =al a=a-ag a’=a>' =0’ -a=a-a-a, etc.

It must be understood here that in Example 2 the 4+ in 1 + 1 and the + in @ + a are presumed to be
quite different, since the first denotes addition on N and the second on S. (It might be helpful to denote
the operations on S by & and ®.) In particular, k- a=a+a+-- -+ a 1s a multiple of @, and can be
written ask-a = kaonlyif k€ S.

Using the induction principle, the following properties may be established for all ¢, b € § and all
m,nc N

(ix) ma+na = (m+na (ix)) a"-a"=a
(x) mina) = (m-n)a x) (@) =am"
and, when + and - are commutative on S,

(xi) na+nb=nia+b) (xiy a" b = (ab)"
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3.7 ISOMORPHIC SETS

It should be evident by now that the set {1,1%,(1*)%,...}, together with the operations and relations
defined on it developed here, differs from the familiar set {1,2,3,...} with operations and relations
in vogue at the present time only in the symbols used. Had a Roman written this chapter, he or she
would, of course, have reached the same conclusion with his or her system {I, II, IIL, .. .}. We say simply
that the three sets are isomorphic.

Solved Problems

3.1. Prove the Associative Law As: m+(n+p) =(m+#n)+p forall m,upcN.

Let m and » be fixed natural anmbers and consider the proposition
Ppym+ntp=mtn+p for all reN
We first check the validity of P{1) :m~+(n+1)={m+n) —+ 1. By (i) and (i), Section 3.2,
mt+m+D=m+a* =(m+n) =(m+n+1

and P(1) is true.
Next, suppose that for some k € N,

Pk mt+nt+k)=m+n+k
is true. We need to show that this ensures

Py m+m+k)=m+n+k
is true. By (@),

m+mn+kN=m+mn+bE =[m+int+ i
and (m+nm)+E =[m+n)+ k]
Then, whenever P(k) is true,

m+ptk) =mtn+b =[m+n)+k" =m+n+k

and P(k*) is true. Thus P{p) is true for all p € N and, since m and » were any natural numbers, A; follows.

32. Prove Pmy:n+1=1+nforallnelN
Clearly P(1):1+1 =141 is true. Next, suppose that for some £k € N,

Pk - k+1=1+k%
is frue. We are to show that this ensures

P - F+1l=1+k"

is trie. Using in turn the definition of &*, the Associative Law Ajs, the assumption that P(k) is true, and the
definition of &*, we have

l+k =14+G+D=(+H+1=(+D+1=k+1

Thus P{k*) is true and P{n) is established.
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3.3. Prove the Commutative Law Az :m+n —n+m for all m,n e N,
Let n be a fixed but arbitrary natural number and consider
Pm) . m+n=n+m foral meN
By Problem 2, P(1)is true. Suppose that for some k € N,
Plk):k+n=n+k
is trune. Now

Fdn=(+Dtn=k+0+m=k+@n+1)=k+n
=k+n) =(+k) =n+k*

Thus, P(k*) is true and A, follows.

Note: The reader will check carefully that in obtaining the sequence of equalities above, only definitions,
postulates, such laws of addition as have been proved, and, of course, the critical assumption that P{k) is
true for some arbitrary & € N have been nsed. Both here and in later proofs, it will be nnderstood that when
the evidence supporting a step in a proof is not cited, the reader is expected to supply it.

34 (o) Let o, a4, a3, as €N and define a) +a + a3+ a4 = (@1 + @2 + az) + as. Show that in
ay + a3 + asz + ay we may insert parentheses at will,

Using (v), wehavea +a + a3 +o = (a1 + a2+ as) +a = (@ +ax) + a3+ ={o +az) + (a3 +a1) =
ay +ay +{as + ) = ot (et as + ag), ete.
() For b,ay,az,azeN, prove b-(q1+ax+a)=b-ay+b-ar+b-as.

bim+ata)=b-lla+a)tal=b{a+a)+b-a=56-a1+b-ay+5-as

3.5. Prove the Distributive Law Dy: (n+p) - m=n-m+p-mforall m,n,p e N

Let n and p be fixed and consider P(m) : (n+p)-m=n-m+p-mtor all m € N. Using A; and (i), we
find that P{1):(n+p)-1=n+p=n-1+p-1is true. Suppose that for some ke N, PL): (n+p)-k=
n-k+p-kistrue. Then (n+p)-k*=m+p)-k+ntp=n-k+p-kt+n+p=n-k+{p-k+nw+p=
n-k +n+p-b)+p=m-k+n Hp-k+p)=n-k*+p-k*. Thus, P):(n+p)- kK" =n-k*+p-k* is
frue and D, is established.

3.6. Prove: Every element n# # 1 of N is the successor of some other element of M.

First, we note that Postulate IIT excludes 1 as a snccessor. Denote by K the set consisting of the element 1
and all elements of N which are successors, ie.,, K ={k:kcN, k=1 or &£ = m* for some m € N}. Now
every k € K has a unique successor k* € N (Postulate IT) and, since &* is a successor, we have k* € K. Then
K =N (Postulate V). Hence, for any #» € N we have either n=1 or n = m* for some m < N.

3.7. Prove: m+n #m for all m,n ¢ N.

Let n be fixed and consider P{m) : m+ n £ m for all m € N. By Postulate IIT, P{1): 1 +n 1 is true.
Suppose that for some ke N, PE):k+n+#k is true. Now, (k+m)" # &* since, by Postulate IV,
(k+m" = k* implies £ +n = k, a contradiction of P{k). Thus P(k*): &* +»n #* &* is true and the theorem is
established.

3.8. Show that < is transitive but neither reflexive nor symmetric.

Let m,n, p € N and suppose that m < n and n < p. By (i) there exist r, s € N such that m+r=n and
nts=p.Thenn+s=0m+r)+s=m+{r+s) =p. Thus m < p and < is transitive.
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3.9.

3.10.

3.11.

3.12.

Let n e N Now n < n is false since, if it were trne, there would exist some & € N such that n+k = n,
contrary to the result in Problem 3.7. Thus, < is not reflexive.

Finally, let m, n € N and suppose m < n and n < m. Since < is transifive, it follows that m < m, contrary
to the result in the paragraph immediately above. Thus, < is not symmetric.

Prove: 1 <n, for every n € N.

When n=1 the equality holds; otherwise, by Problem 3.6, n =m* =m + 1, for some m € N, and the
ineguality holds.

Prove the Trichotomy Law: For any m, » € N, one and only one of the following is true:

(a) m=n
() m<n
(c) m>n

Let m be any element of N and construct the subsets Ny ={m}, Na={x:xeN x < m)}, and
N3y ={x:xeN, x> m}. We are to show that {N, N;, N3} is a partition of N relative to {=, <, >}.

(1) Suppose m=1; then N;={1}, N, =% (Problem 39) and N;={x:xecN x> 1}. Clearly
NiUN;UN; =RN. Thus, to complete the proof for this case, there remains only to check that
NNy =N Ny =Ny (I Ny = 0.

{2) Suppose m# 1. Since 1 € N, it follows that 1 ¢ Ny UN, UN;. Now select any n# 1 € Ny UN; U Ns.
There are three cases to be considerad:

(i) nc N;. Here, n=m and so n* € Ns.
(#i) neN;sothatn+p=mforsomepe N Ifp=1, thenn* =m e Ny;if p# 1 so that p = 1 + g for
sorme g € N, then #* + ¢ = m and so n* € Ns.
{iii) ne N;. Here n* > n > m and so n* € Ns.

Thus, for every n e N, n € Ny U N; U N3 implies n* € Ny U N3 U N5, Since 1 € Ny U N; U N3 we conclude
that N = N1 UN2 UN}.

Now m¢ Ny, since m +# m; hence NyN N, =@. Similarly, m ¥ m and so N, NN; =@ Suppose
p e Ny N3 for some p € N. Then p < m and p > m, or, what is the same, p < m and m < p. Since < is
transitive, we have p < p, a contradiction. Thus, we must conclude that N; N N5 = @ and the proof is now
complete for this case.

Prove: If m, n € N and m < #, then for each p € N, m + p < n + p and conversely.

Since m < n, there exists some k& < N such that m+ & = »n. Then
ntp=m+tk)+p=m+tkt+p=mtpt+thk=m+p+k

and som+p <n+p.

For the converse, assume m+p <n+p. Now cither m=n, m=<n, or m>n If m=n, then
m—+p=n-+p if m>=n, then m+p > n-+p (Theorem II"). Since these contradict the hypothesis, we
conclude that m < n.

Prove: The set N is well ordered.

Counsider any subset § £ @ of N. We are to prove that §has a least element. This is certainly true if | € 5.
Suppose 1¢ 8; then | < s for every s € S. Denote by X the set

K={k:keNk=ys foreach seS)}

Since 1 € K, we know that K # ¥. Moreover K # N; hence, there must exist an r € K such that ¥ ¢ K. Now
this r € S since, otherwise, r < 5 and so r* <5 for every s € S. But then #* € K, a contradiction of our
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3.24.

3.25.

THE NATURAL NUMBERS [CHAP. 3

assumption concerning r. Thus S has a least element. Now § was any non-empty subset of N; hence, every
non-empty subset of N has a least element and N is well ordered.

Supplementary Problems

Prove by induction that 1-»n = n for every n € N.

Prove My, M,, and M; by induction.
Hint: Use the result of Problem 3.13 and D5 in proving M.

Prove: (a) Dy by following Problem 3.5, (&) Dy by using M.

Prove the following:

(a) (m+r")Y =m*+n*

(&5 m-a"Y=m-nt+m*

(&) m*-w) =m*+m-n+n*

where m, n < N

Prove the following:

(@) (m+n-p+g=m-p+m-g)+@n-p+n-q
(&) m-(ntp)-g=(m-nm-qgt+tm-(p-q)

(&) m*+n=m+u)+1

(d) m*-nw*=(m-n"+m+n

Letm,n,p,gcNand definem-n-p-g= (m-n-p)-q.{(a) Show that in m - n - p - ¢ we may insert parentheses
at will. (&) Prove thatm-(n+p+qg)=m-n+m-p+m-q.

Identify the set S ={x:x e N,n < x < »* for some n € N}.
ItmnpgeNandiftm<nand p < g, prove: (@) m+p<n+t+q,E m-p<n-q.

Let m,n e N. Prove: (a) If m=n, then &*-m > n for every ke N. (5) If &*-m=n for some k c N,
then m < n.

Prove Ay and My using the Trichotomy Law and Theorems IT and IT'.

For all m €N define m! =m and m#*! = w -m provided w? is defined. When m,n,p,q € N, prove:

(@) m? -m?=mP* (B) (mP) =mP () m-m)? =n? -n?, {d) (1¥ = 1.
For m,n € N show that (@) m*> <m-n<n®ifm<n () m*>+n* > 2m-nif m#n.
Prove, by induction, for all n € N:

(@) 14243+ +n=(/nn+1)
() 12+22 43+ 4@ =1/6nn+ D2+ 1
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&) B4+2+3 4. 428 =1/4n 0+ 1)
@) 142V 4224 o=l ]

326. Foraj,ay,m,..,apcNdefineai +a+ao+...+ax={m+a+as+...+a-1)+agfork=345 .. ,n
Prove:

(@ o+o+a+-t+o=(m+m+at to)+@n+antast+a)
(b) 1In any sum of # natural numbers, parentheses may be inserted at will.

3.27. Prove each of the following alternate forms of the Induction Principle:

{a) With each n € N let there be associated a proposition P{r). Then P{) is true for every n e N
provided:

(i) P(1)is true.
(ir) For each m € N the assumption P{k) is true for all & < m implies P{m) is true.

(&) Let b be some fixed natural number, and with each natural number »# > # let there be associated
a proposition P(r). Then P(n) is true for all values of » provided:

(i) P(b) is true.
{i7) For each m > b the assumption P(k) is true for all £ € N such that & < k < m implies P(m) is true.



The Integers

INTRODUCTION

The system of natural numbers has an obvious defect in that, given m, s € N, the equation m +x = g
may or may not have a solution. For example, »m + x = m has no solution (see Problem 3.7, Chapter 3),
while m + x = m* has the solution x = 1. Everyone knows that this state of affairs is remedied by
adjoining to the natural numbers (then called positive integers) the additional numbers zere and the
negative integers to form the set Z of all integers.

In this chapter it will be shown how the system of integers can be constructed from the system of
natural numbers. For this purpose, we form the product set

L=NxN={(sm):sc N mecN}

Now we shall not say that (s,#) is a solution of m + x = 5. However, let it be perfectly clear, we shall
proceed as if this were the case. Notice that if (s, ) were a solution of m + x = s, then (s, m) would also
be a solution of m* 4+ x = §* which, in turn, would have (5%, »*) as a solution. This observation motivates
the partition of L into equivalence classes such that (s,77) and (5", »*) are members of the same class.

4.1 BINARY RELATION ~
DEFINITION 4.1: Let the bmary relation “~,” read “‘wave,” be defined on all (s,m),(¢,n) € L by

(s,m)~ (t,n)yif andonly if s +n—=¢t+m

EXAMPLE 1.

() {(5,2)~(9,6)since 5+6=9+2
{F) (5,2)# (8,4 since 5+4#8+2
() (r,r)~(s,s)sincer+s=s+r

() ()~ (st s)since r* +5=5"+r
(&) (r,s*)~(r,s) since r* +s=r+s*
whenever #, 5 € N.
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Now ~ 1s an equivalence relation (see Problem 4.1) and thus partitions £ into a set of equivalence
classes 7 — {[s.m], [, #]....} where

[S: m] = {(a: b) : (CI, b) € L: (CI, b) e (S, m)}
We recall from Chapter 2 that (s,m) € [s, m] and that, if (¢,d) € [s,m], then [c, d] = [s, m]. Thus,
[s,m] = [£, 1] if and only if (s, m) ~ ({,n)

It will be our purpose now to show that the set 7 of equivalence classes of L relative to ~ is, except
for the symbols used, the familiar set Z of all integers.

4.2 ADDITION AND MULTIPLICATION ON 7
DEFINITION 4.2: Addition and multiplication on .7 will be defined respectively by

() [sm]+[t.n]=[(s+ 1), (n+mn)
() [som]-[tu]l=[(s-t4+m-n),(s-n+m-1)

for all [s.m], [t 1] € T.
An examination of the right members of (i) and (&) shows that the Closure Laws

Ajix+yeJlorall x,yeJ

and My:x-yeJforallx,yeJ

are valid.
In Problem 4.3, we prove

Theorem 1. The equivalence class to which the sum (product) of two elements, one selected from each
of two equivalence classes of |7, belongs is independent of the particular elements selected.

EXAMPLE 2. If (2, b),{c,d) €[s,m] and {e,f ), (g, &) € [¢,n], we have not only
[a,6] = [¢,d] =[s,m] and [e,f | = [g, #] = [¢,n]

but, by Theorem I, also

[2,8] +e.f 1 =e.d]+[g 4] =5,m] +[t,7]

and [a! b] = [e’f] = [C, d] % [g’ h’] = [S! m] = [‘t!n]

Theorem I may also be stated as follows: Addition and mmultiplication on 7 are well defined.

By using the commutative and associative laws for addition and multiplication on N, it is not
difficult to show that addition and multiplication on 7 obey these same laws. The associative law for
addition and one of the distributive laws are proved in Problems 4.4 and 4.5.

4.3 THE POSITIVE INTEGERS

Let » € N. From 1 4 » = ¢* it follows that » is a solution of 1 + x = r*. Consider now the mapping

7. 1] <n nelN (1)
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For this mapping, we find

A0+ =0 +57,0+ D=+ 1< r+s

and P = [0 s" + 1 1,07 L+ s" - D] =[-8, 1] > 7o
Thus, (/) is an isomorphism of the subset {[#*,1]:r € N} of .7 onto N.
Suppose now that [s,m] = [r*,1]. Then (s,m) ~ (#*,1),s = ¥ +m, and s > m.

DEFINITION 4.3: The set of positive integers Z 7 is defined by
Zt ={[s,m]: [s.m] € T.s > m}

In view of the isomorphism (1) the set Z™ may be replaced by the set N whenever the latter is found
more convenient.

4.4 ZERO AND NEGATIVE INTEGERS
Let r,5 € N. Now [r,#] = [s, s] for any choice of » and s, and [r,#] = [s,{] if and only if ¢ = s.
DEFINITION 4.4: Define the integer zero, 0, to correspond to the equivalence class [r, 7], 7 € N.

Its familiar properties are
[s,m] +[r,7] =[s,m]  and  [s,m]-[r.r] =[r."]

proved in Problems 4.2(5) and 4.2(c). The first of these leads to the designation of zero as the identity
element for addition.

DEFINITION 4.5: Define the set Z~ of negative integers by
Z- ={ls,sm]:[s.mle T,s < m}

It follows now that for each integer [a,b], a # b, there exists a unique integer [b,a] such that
(see Problem 4.2(d))

la,b] +[b,a] =[r,7] <> 0 2)

We denote [b, a] by —[a, b] and call it the negaiive of [a, b]. The relation (2) suggests the designation of
[b, a] or —[a, b] as the additive inverse of [a, b].

4.5 THE INTEGERS

Let p,q € N. By the Trichotomy Law for natural numbers, there are three possibilities:

{a) p=gq, whence [p,q] = [g,p] <> 0
() p<g.sothatp+a=gq forsomea<N;then p+a* =g+ 1and [g.p]=[a".1] < a
{(¢) p > g, sothatp— g+ aforsomeacNand][p,q]< a

Suppose [p, q] <> n € N. Since [g,p] = —|p, ¢], we introduce the symbol —#u to denote the negative of
n € N and write [g, p] <+ —n. Thus, each equivalence class of .7 is now mapped onto a unique element
of Z—={0, £1, £2,...}. That 7 and Z are isomorphic follows readily once the familiar properties
of the minus sign have been established. In proving most of the basic properties of integers, however,
we shall find it expedient to use the corresponding equivalence classes of 7.
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EXAMPLE 3. Let ag,bcZ. Show that {(—a¢)-b=—{a-b). Let a<>[s,m] so that —a<[m,s] and let
b <+ [4,n]. Then

(—a)- b [ms]-[Ln] =[m-t+5-n),(m-nts-0)

while a-bes,ml-[tn]=[s-t+m-n), (s-n+m-1)]
Now —(a-B)o[s-n+m-0,{s-t+m-n)] < [(—a)-b]
and so (—a)-b=—(a-b)

See Problems 4.6-4.7.

4.6 ORDER RELATIONS

DEFINITION 4.6: For a, b Z, let a <> [s,m] and b <> [£,n]. The order relations “<* and “>" for
integers are defined by

a<bif and only if (s+n) < (t +m)

and a > bif and only if (s +n) > (t +m)
In Problem 4.8, we prove the Trichotomy Law: For any a,b € Z, one and only one of
(@) a =0, (b) a < b, (ca=D

is true.
When a,b,c € Z, we have

(1) a+c<b+cifandonlyif a<b.
(1Y a+e¢>b+cif and only if a > 5.
(2) Ifc¢>0,thena-c<b-cif and only if a < b.
(Zy Ife>0, thena-c>b-cif and only if a > b.
(3) fec=<0, thena-¢ < b-cif and only if a = b.

(3) If ¢ <0,thena-c> b.cif and only if a < b.

For proofs of (1”) and (3), see Problems 4.9 4.10.
The Cancellation Law for multiplication on Z,

My: Ifz£0andif x-z=yp-z thenx =y

may now be established.
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As an immediate consequence, we have

Theorem II. If a.b ¢ Z and if @- b — 0, then either a =0 or & = 0.
For a proof see Problem 4.11.
The order relations permit the customary listing of the integers

ey =5, =4, =3, -2, -1,0,1,2,3,4.5, ...

and their representation as equally spaced points on a line as shown in Fig. 4-1. Then “a < b means
“a lies to the left of 5, and “‘a > »” means “a lies to the right of 5.”

T T T T T T —L
-1 4] 1 2 3 4 5

Fig. 4-1

From the above listing of integers, we note

Theorem HI. There exists no r € Z7 such that 0 <n < 1.
This theorem (see Problem 4.12 for a proof) is a consequnce of the fact that the set Z1 of positive
integers (being isomorphic to N) is well ordered.

4.7 SUBTRACTION “-—*
DEFINITION 4.7: Subtraction, “—,” on Z is defined by a — b = a + (=5).

Subtraction is clearly a binary operation on Z. It is, however, neither commutative nor associative,
although multiplication is distributive with respect to subtraction.

EXAMPLE 4. Proveea—{(b—c)F#(a—b)—cforab,ccZand c¢# (.
Let a <> [s,m], b <> [£, 1], and ¢ <> [1, p]. Then

b—e=bt+t{-a=[(t+p,nt+uw)]—{b—c)<[n+u),{t+p)]

and a—{b—c)=at+{-(b—a) = [+ntw,im+t+p)]
while a—b=a+{-b) < [{s+n),m+ 1]
and (a—B)—c=(a+b+(—c)<>[{s+n+p).(m+i+u)]

Thus, when ¢ # 0, a—(b—e) # (a— b)) — c.

4.8 ABSOLUTE VALUE |a|
DEFINITION 4.8: The absolute value, “|a|,” of an integer « is defined by

la] — a whena>0
| —a whena<0

Thus, except when @ =0, |a] € ZT.
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The following laws

(1) —lal=ax|al (2) la- bl =lal- 15|
(3) lal =151 = la+ b (3) la+b] = lal + 15|
4 lal =15l = |a—b] &) la—b] = lal + 15|

are evidently true when at least one of @, b 1s 0. They may be established for all a, b € Z by considering
the separate cases as in Problems 4.14 and 4.15.

4.9 ADDITION AND MULTIPLICATION ON Z

The operations of addition and multiplication on Z satisfy the laws A—A,, M;-M,, and D-D; of
Chapter 3 (when stated for integers) with the single modification

M,. Cancellation Law: Ifm-p=n.-pand if p#£0< Z, then m =n for all m,n € Z.
We list below two properties of Z which N lacked

As. There exists an identity element, 0 € Z, relative to addition, such that n4+0—=0+#r —n for every
nel.

Ags.  For each n € Z there exists an additive inverse, —n € Z, such that n+(—#n)=(—#n)+#=0 and a
common property of N and Z.

Me;s.  There exists an identity element, 1 € Z, relative to multiplication, such that 1 -n=n-1=n for every
nel.

By Theorem III, Chapter 2, the identity elements in As and Mjs are unigue; by Theorem IV,
Chapter 2, the additive inverses in A4 are unique.

4.10 OTHER PROPERTIES OF INTEGERS

Certain properties of the integers have been established using the equivalence classes of 7. However,
once the basic laws have been established, all other properties may be obtained using the elements of Z
themselves.

EXAMPLE 5. Prove:foralla,b,c c Z,

() a-0=0-a=0 (6) a(—b) = —(ab) (c) alb—c)=ab—ac

(a) a+0=a (As)
Then a-a+0=a-a=ala+0)=a-a+a-0 (Dy)
and 0=a-0 (Ayg)

Now, by My, 0-a=a-0 =0, as required. However, for reasons which will not be apparent until a
later chapter, we will prove

D-a=a-0
without appealing to the commutative law of multiplication. We have

a-a+0=a-a=(a+0a=a-a+0-a (D3)
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hence 0=0-a
and O0-a=a-0
(& O0=a-0=alb+{-b]l=a-b+al-b) (D)

thus, a(—5) is an additive inverse of a - b. But —(a- &) is also an additive inverse of a - &; hence,

al{—b)=—{(a-b) {Theorem IV, Chapter 2)
(o)
alb—c)=alb+{—c)) =ab+ a{—c) (D
= ab +(—ac) (&) above)
=ab—ac

Note: In (c) we have replaced a- b and —(a - ¢) by the familiar ab and — ac, respectively.

Solved Problems

4.1. Show that ~ on L is an equivalence relation.
Let (s, m), (t,m),{u, p) € L. We have
(@) (s,m)~(s,m)since s+ m=ys-+m; ~ is reflexive.
(&) It (s,m) ~ (t,n), then (z,n) ~ (s,m) since each requires s+ n= -+ m; ~ is symmetric.

() If{s,m)~ (e, mand (&,n) ~(u,p), then s+n=t+m,t+p=u+n,and s+n—+it+p=rt+m-+u-+n. Using
Ay of Chapter 3, the latter equality can be replaced by s+p=m-+n; then (s,m) ~ {u,p) and ~ is
transitive.

Thus, ~ , being reflexive, symmetric, and transifive, is an equivalence relation.

4.2. When s,m,p,r € N, prove:
(ﬂ) [(r+p)=p)]:[r*’1] (C) [s,m]-[r,r]:[r,r] (E) [S,m]-[r*,r]:[s,m]
() [s.m]+[r,r]=[s,m] {dy [s,m]+[m,s]=[r.1]

(@) {(r+p).p)~ (r* 1)since r+p+ 1 =r*+p. Hence, [(r+p), p] = [*, 1] as required.

(&) L[s,ml+r,rl=[s+r),(m+r)]. Now ((s+#),{m+r) ~ {(s,m) since (s+r)+m=s+(m-+r). Hence,
[(s+r), (m+ N =[s,m]+[r,r] =[5, m].

(@ [s.ml-lr.=[s-r+m-1),(s-r+m-n]=[r,r] since s-r+m-r+r=s-r+m-r+r.

(d) L5, ml+[m,s]=[s+m),{s+m)]|=]r,r].

(&) [s,m]-[F*, rl=[(s-r*4+m-r),{s-r+m-r¥)|=[s,m]since s-r*+m-r+m=s+s-r+m-r*=s-r¥*4+m-r*.

4.3. Prove: The equivalence class to which the sum (product) of two elements, one selected from each of
the two equivalence classes of .7, belongs is independent of the elements selected.
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4.4.

4.5.

Let [a,6]=[s,m] and [¢,d]=[t,n]. Then {a,b)~(s,m) and {c,d)~(t,n) so that a+m=s+4 and
¢+n=1t+d We shall prove:

{a) [a,b]+[c, d]=[s,m]+ [t n], the first part of the theorem;

&) a-c+b-dts-nt+tm-t=a-d+b-c+s-t+m-n, anecessary lemma;
(c) [a,b]-[c,d]l=[s,m]-[¢t,n], the second part of the theorem.

{a) Since,at+mtect+n=s+b+1t+d,

(ot t+mtm=+0+b+d)
{a+ ), (B+dN~{s+ 0, (m+n)
[a+ o), b+d)]=[(s+ H,m+n)

and [a,B]+ [e,d] = [s,m] +[t. 7]

() We begin with the evident equality

(a+m) - c+D+E+E-d+m+e+n-la+s)+H{d+0-(b+m)
=+ -c+d+at+m-d+m+{d+-a+s+{c+n-(b+m)

which reduces readily to

2§a-ce+b-d+s-ntm-H+{a-t+m-ct+s-d+b-n+{-ctn-atb-t+m-d)
=2a-d+b-ct+s-t+m-nm)t+a-t+m-cts-d+b-w)+i{s-ct+n-at+tb-t+m-d)

and, nsing the Cancellation Laws of Chapter 3, to the required identity.
{¢) From (b), we have

(ag-c+b-dy+{s-n+m-H=(-t+m-n)+{a-d+b-¢)
Then {a-e+b-d)(a-d+b-N~{s-t+m-n,{s-n+m-1)
[e-ce+b-d)a-d+b-)=[s-t+m-n),(s-n+m-i)

and so [a,5]-[c.d] = [s.m] - [t. 7]

Prove the Associative Law for addition:
([s,m] + [, 5]) + [, p] = [s,m] +{[t.] + [, p])

for all [s,m],[z.n],[u, pl € J.

We find ([s,m] [t 7))+ [, p] = [{s + 6, (m+n)] +[w,p] =[{s+ ¢+ 1), (m+n+p)
while [s, m] + ([, ] [, p]) = [s,m] + [t + 1), + p)] = [(s + ¢ + 1), im + n + p)] and the law follows.

Prove the Distributive Law Ds:
([S’ m] =+ [‘t’ nD " [u’p] = [S! m] ) [u!p] o [‘t’ n] " [u!p]

for all [s,m], [z, 0], [, pl € J.
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We have

([s,m]+[t,n]) - [, p] = [(s + 0), (m +n)] - [, P
=[s+D-ut+(m+n)-p.s+0-p+m+n-ul
=[s-utt-utm-p+n-pls-p+it-pt+m-ut+n-u)
=[s-utm-p)(s-p+m-w] +[(t-utn-p){t-ptn-u)
= [s,m] - [, p] + [t 7] - [, p]

4.6. (a) Show that a+ (—a) =0 for every a € Z.
Let a < [s,m]; then —a <= [m, 5],
at(—a) < [s,m] + [m,s] =[(s + m),(m+s5)] =[r,r] <0

and a-+{—a)=0.

(&) It x+a=>bfor a,beZ show that x =5+ (—a).

When x=5b+(—a), xt+a=G+{(—a)+a=b+{—a)+a)=>5; thus, x=5+(—a) is a solution of
the equation x4 a==54. Suppose there is a second solution y. Then y+a=b=x+¢ and, by A,, y=x.
Thus, the solution is nnique.

4.7. When a.b € Z, prove: (1) (—a) + (—b) = —(a + b), (2) (—a) - (—=b) = a- b.

Let a <> [s,m] and & <> [1,n]; then —a <> [m, s] and —& <> [n, 1.

iy (=) +(=b) < [m,s] +[n, 1] =[(m+n), (s + 1]
and a+b <> [s,m]+ [t,n] = [{s+ 6), m+ n)
Then —{a+b) > [(m+n),{s+ 0] < (—a) +{=b)
and (—a)+ (b= —{a+ b

2) (—a)-(=b) < [ms]-[n ] =[lm-nts-0),(m-t+5-n)
and a-bes,ml-[tn]l=[s-t+m-n,{s-n+m-1)
Now m-n+s-0),m-t+s-m))=[s-t+m-n),(s-n+m-0)
and (—a)-{(-b)=a-b

4.8. Prove the Trichotomy Law: For any a.b € Z one and only one of

(@) a=2Db, by a<b, (&) a=b

is true.
Let @< [s,m] and b <[t 1], then by the Trichotomy Law of Chapter 3, one and only one of
(s+n=t+manda=>b,()s+n<t+manda<b, (c)s+n>t+mand a > bis true.
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4.9. When a,b,c € Z, prove: a +¢ > b+ ¢ if and only if a > b.

4.10.

4.11.

Take a <> [s,m], & < [, 7], and ¢ <> [u, p]. Suppose first that
a+ex=b+e or  {[s,ml+[wpl) > ([t.n] +[w.p])

Now this implies [(s 4+ 1), fm+p)] > [(t + ). (n+ p)]
which, in turn, implies (s+w)+n+p)>(t+w)+(m+p)
Then, by Theorem IT', Chapter 3, (s+n) > {t +m) or [s,m] > [t,n] and a > b, as required.

Suppose next that a > b or [s,m] > [¢,#]; then (s+ 1) > (¢ + m). Now to compare

atcos+u.m+p]  and  btew (14w, n+p)]

We compare [(s + 2, (m + )] and [(t+ ), {n+ )]
or (s+u)+{n+p) and  (t+uw)+{(m+p)
or (s+n) +u+p) and  (t+m)+(+p)

Since {5 + #) > (i +m), it follows by Theorem IT', Chapter 3, that

(s+nm+u+p) > {t+m+u+p

Then s+uw)+n+p =>G+w+m+p)

[(s + 2, (m+ p)] = [t +w), (n + p)]

and at+c=b+e
as required.

When a,b,c € Z, prove: If ¢ < 0, then a- ¢ < b-¢ if and only if a > 5.

Take a <> [s,m], & <> [, 1], and ¢ <> [i, p] in which u < p since ¢ < 0.

(¢) Suppose a -c<b-¢; then
lis-utm-pis-ptm-w]<|(t-utn p)lt-p+n u)

and (su+m-p)+Gt-p+un-w)<G-ut+n-p)+GE-p+m-u)
Since u< p, there exists some & € N such that 4+ & =p. When this replacement for p is made in
the inequality immediately above, we have

(su+m-u+m-k+t-u+t-k+n- <t u+n-u+n-k+s-ut+s-k+m-u
whence m-k+t k<n-k+s- k
Then (m+i)-k<n+s) k

m+i<n+g

S+u>t+m
and a=b

(b) Suppose a>b. By simply reversing the steps in (@), we obtain a- ¢ <b- ¢, as required.

Prove: If a.b £ Z and a- b = 0, then either a = 0 or b = 0.
Suppose ¢ £ 0; then a-&=0=¢-0 and by My, # = (. Similarly, if & £ 0 then a = 0.
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4.12.

4.13.

4.14.

4.15.

4.16.

4.17.

4.18.

4.19.
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Prove: There exists no #n € Z1 such that 0 < »n < 1.

Suppose the contrary and let s € Z1 be the least such integer. From 0 < m < 1, we have by the use of (2),
D<=m?<m=<1 Now 0<m® <1 and m? < m contradict the assumption that m is the least, and the
theorem is established.

Prove: When a,b € Z, then a < b if and only if a— b < 0.

Let a <> [s,m] and & <> [¢,n]. Then

a—b=a+ (=0 < [sml+r=[s+n), 0m+]
Ifa<b thens+n<m+ttanda— b <0 Conversely,ifae—b<0, then s+n<m-+tanda<b.

Prove: |a + 5| < |a| + |b| for all a,b € Z.

Suppose a >0 and 5>0; then |a+d=a+b=la|l+ 5. Suppose a<0 and b<0; then
la+ 8 = —{a+b)=—a+{—b)=|a|+ |b. Suppose a=0 and & <0 so that |g/=a and |b| = —5.
Now, either a +b=0and |a+ b =0 < |a| + |b| or

a+b<0 and |la+bl=—Aaet+b)=—a+(—b)=—|al+ b < |a|+ |5

or atb>0 and |atbl=atb=a—{-b)=lal—|b <|a| + |
The case a = 0 and b > 0 is leff as an exercise.

Prove: |a - b| = |a| - |b| for all a,b € Z.

Suppose a > O0and &> 0; then |g| = eand |#| = 5. Then |a- & =a- b = |a| - |b|. Suppose g < 0 and & < 0;
then |a| = —a and |b| = —b. Now a-b > O; hence, |a-b| =a-b=(—a)-(—b) = |a| - |b|. Suppose a = 0 and
b= then |l =a and |b| = —b. Sincea-b <0, la-bl=—Ha-b)=a-(—b)=|a| - b

The case a = (0 and b > 0 is left as an exercise.

Prove: If a and b are integers such that ¢- b =1 then ¢ and b are either both 1 or both —1.

First we note that neither a nor 4 can be zero. Now |a- b = |a| - |b| = 1 and, by Problem 4.12, |a| > 1 and
|6 = 1. If |a| =1 (also, if |6 = 1), |a| - |b] # 1. Hence, |a| = |5 =1 and, in view of Problem 4.7(5), the
theorem follows.

Supplementary Problems

Prove: When r,s € N,

(@ )~ s~ (d) ), rt)

&) )~ {59~ (2,1) (&) (.0 7 {s,57)

(@) (i)~ is,5)~{1,2) () -+ 1L, +5)~((r-s), 1)

State and prove: {a) the Associative Law for multiplication, {b) the Commutative Law for addition,
{¢) the Commuftative Law for multiplication, {d) the Cancellation Law for addition on 7.

Prove: [r*,r] <> 1 and [r,r*] < —1.
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420. TfaeZ prove: (@) a-0=0.¢=0,{#) (—1)-a= —a, {c) -0 =0

4.21. Ifa,beZ prove: (@) —(—a)=+a, (B {(—a)(—b)=a-b, () (—a)+ b =—(a+ (-b)).
422, WhenbeZ', showthata—b<a+bforalac?Z,

4.23. When a,b € Z, prove (1), (2), (2), and (3) of the order relations.

424, Whena,b,ccZ, provea-(b—c)=a-b—a-c

4.25. Prove: If a,b € Z and a < b, then there exists some ¢ € Z" such that a+ ¢ = 5.

Hint. For a and b represented in Problem 7, take ¢ <> [{¢ 4+ m), (n + 5)]-

4.26. Prove: When a,b,c,d e Z,
(o) —a>-bifa<b.
(F) atec=b+difa<bandc<d.
{¢) a<(b+c), thena—5& < c.
{(dy a—b=c—difandonlyifat+d=56+c.

4.27. Prove that the order relations are well defined.
4.28. Prove the Cancellation Law for multiplication.

4.29. Define sums and products of 7 > 2 elements of Z and show that in such sums and products parentheses may
be inserted at will.

4.30. Prove:

(@) m? > 0 for all integers m = 0.
{5y m® = 0 for all integers m > 0.

(&) »’ <0 for all integers m < 0.

4.31. Prove without using equivalence classes (see Example 5):

(@) —(—a)=a

(b) (—a}—b)=ab

&0 b-—a=0F+a—(c+a)

{(d) alb—c)=ab—ac

(&) (a+b)c+d)=(actad)+(bctbd)
() {a+be—d)={(ac+ bc)— (ad + bd)
(H (a—b)ce—d)=(ac+ bd)— {ad + bc)



Some Properties
of Integers

INTRODUCTION

In Chapter 4, you were introduced to the system of integers with some of its properties. In this chapter,
you will be introduced to some further properties of the system of integers.

5.1 DIVISORS

DEFINITION 5.1:  An integer a # 0 is called a divisor (factor) of an integer » (written “a|b”) if there
exists an integer ¢ such that » = ac. When a|b we shall also say that b is an integral multiple of a.

EXAMPLE 1.

{q) 2|6since6=2-3

{#) —3|15since 15 =(-3){(—5)

{¢) a0, forallaecZ since0=a-0

In order to show that the restriction a ## 0 is necessary, suppose 05. If & £ 0, we must have b =0 -¢
for some ¢ € Z, which is impossible; while if & = 0 we would have 0 = 0 - ¢, which is true for every ¢ € Z.

DEFINITION 5.2: When b,¢;x, v € Z, the integer bx + ¢y is called a finear combination of b and c.
In Problem 5.1, we prove
Theorem I 1If alb and alc then a|(bx + cyp) for all x,y < Z.
See also Problems 5.2, 5.3.

5.2 PRIMES

Since a1 = (—a)(—1) = a for every a € Z, it follows that +1 and + a are divisors of a.

DEFINITION 5.3:  An integer p # 0, +1 is called a prime if and only if its only divisors are =1 and +p.
58
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EXAMPLE 2.
{a) The integers 2 and —5 are primes, while 6 =2 -3 and —39 = 3(—13) are nof primes.
(k) The first 10 positive primes are 2,3,5,7,11,13,17,19,23,29.

It is clear that —p is a prime if and only if p is a prime. Hereafter, we shall restrict our attention
mainly to positive primes. In Problem 5.4, we prove:

The number of positive primes is infinite.

When a = be with || > 1 and |¢| > 1, we call a composite. Thus, every integer a £ 0, + 1 is either a
prime or a composite.

5.3 GREATEST COMMON DIVISOR

DEFINITION 5.4: When a|b and a|c, we call a a common divisor of b and ¢. When, in addition, every
common divisor of b and ¢ is also a divisor of a, we call a a greatest common divisor (highest common
Jfactor) of b and .

EXAMPLE 3.

{a)y +1,+2 +3 +4, +6 +12 are common divisors of 24 and 60.
() +£12 are greatest common divisors of 24 and 60.

{¢) the greatest common divisors of 5 =0 and ¢ £ 0 are +c¢.

Suppose ¢ and d are two different greatest common divisors of @ £ 0 and b # 0. Then ¢|d and d|c;
hence, by Problem 3, ¢ and 4 differ only in sign. As a matter of convenience, we shall hereafter limit
our attention to the positive greatest common divisor of two integers @ and b and use either d or (a, b)
to denote it. Thus, d is truly the largest (greatest) integer which divides both a and 5.

EXAMPLE 4. A familiar procedure for finding (210, 510) consists in expressing each integer as a product of its
prime factors, ie., 210=2-3-5-7, 510=2-3-5-17, and forming the product 2-3-5 = 30 of their common
factors.

In Example 4 we have tacitly assumed () that every two non-zero integers have a positive greatest
common divisor and (b) that any integer @ > 1 has a unique factorization, except for the order of the
factors, as a product of positive primes. Of course, in () it must be understood that when a itself is
prime, “a product of positive primes’ consists of a single prime. We shall prove these propositions later.
At the moment, we wish to exhibit another procedure for finding the greatest common divisor of two
non-zero integers. We begin with:

The Division Algorithm. For any two non-zero integers a and b, there exist unique integers ¢ and r,
called, respectively, quotient and remainder, such that

a=bg+r, 0<r<l|b| (7)
For a proof, see Problem 5.5.

EXAMPLE 5.
(@) 780=—48(—16)+12 (© 826=25-33+1
(h) —2805=119(—24)+51  (d) 758 =242(3)+32

From (7) it follows that »|a and (&, b) = & if and only if » = 0. When » # 0 it is easy to show that a
common divisor of @ and b also divides » and a common divisor of b and r also divides a. Then (a, 5)|(b, ¥)
and (b,#)|(a,b) so that (by Problem 5.3), (a,b) =(b.r). (See Problem 5.3.) Now either r|b (sce
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Examples 5(a) and 5(c)) or r [/ b (see Examples 5(b) and 3(d)). In the latter case, we use the division
algorithm to obtain

b=rq +n, O<r <r ()
Again, either r|r and (a,b) = (b,7) = 1 or, using the division algorithm,
r=riq: +ra, 0<rm<n &)

and {a,b) = (b,r) = (r,r1) = (r1, r2).

Since the remainders rq,#;,..., assuming the process to continue, constitute a set of decreasing
non-negative integers there must eventually be one which is zero. Suppose the process terminates
with

k) A=t o @t 0<r <rna
k+1) mao=rma-qg+r 0 <rm<r

k+2) reo1 =t qea+0

Then (a,0) =(b,r) =(r,r1) =+ ={(rp_2.72-1) = (-1 72) = Tg-

EXAMPLE 6.
() TInExample 5(b), 51 f 119. Proceeding as in {2), we find 119 = 51(2) + 17. Now 17|51; hence, {—2805,119) = 17.
(&) In Example 5{(d), 32 } 242. From the sequence

758 = 242(3) + 32
242 = 32(7) + 18
32 = 18(1) + 14

18 = 14(1) + 4
14 = 4(3) +2
4=12(2)

we conclude (758, 242) = 2.
Now solving () forr =a—bg = a+(—g)b =mya+mb; and
substituting in (2), r; =b—rg1 = b — (ma +mb)q
= —mgqra+ (1 —maq)b = mya +mb
substituting in (3), ¥, =7 — r1q2 = (ma +mb) — (mz2a + mb)qs

= (my — qomy)a + (1 — gaun)b = paa + usb
and continuing, we obtain finally
Fp = Mg 1@+ g b

Thus, we have

Theorem II. When d = (a,b), there exist m,n € Z such that d = (q,b) = ma + unb.
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EXAMPLE 7. Find {726,275) and express it in the form of Theorem II.

From We obtain
726 =275-24+ 176 11=77-22-3=77—-{(99—-77)-3
275=176-1+4+99 =77-4—-99.3
176 =99-1477 =176 —99)-4—-99.3
99=77-1422 =176-4-99.7
77=22-3411 =176-4—-(275—-176)-7
22=11-2 =176-11-275.7

= (126 =275 -2) -11 — 2757
=11-726+(—29)-275

Thug, m =11 and n = —29.

Note 1. The procedure for obtaining m and » here is an alternate to that used in obtaining
Theorem II.

Note 2. In (a,by — ma + nb, the integers m and » are not unique; in fact, (a,b) = (m + kb)a+
(n — ka)b for every k € N. See Problem 5.6.

The importance of Theorem 1I is indicated in

EXAMPLE 8. Prove: If ale, if ble, and if {a, b)) = d, then ab|cd.

Since ale and ble, there exist integers s and ¢ such that ¢ = as = bt. By Theorem II there exist m, n € Z such that
d = ma+nb. Then

c¢d = ema + enb = bima + asnb = ab{tm + sn)

and abled.
A second consequence of the Division Algorithm is

Theorem III.  Any non-empty set K of integers which is closed under the binary operations addition and
subtraction is either {0} or consists of all multiples of its least positive element.

An outline of the proof when K # {0} follows. Suppose K contains the integer « ## 0. Since X is
closed with respect to addition and subtraction, we have:
(i) a—a=0eckK
(if) 0—a=—-ack
(iti) K contains at least one positive integer.
(iv) K contains a least positive integer, say, e.
{v) By induction on », K contains all positive multiples ne of ¢ (show this).

(vi) K contains all integral multiples me of e.
{(vii) IfbeK,then b= qge+ r where 0 = r < e; hence, r = 0 and so every element of K is an integral multiple of e.

5.4 RELATIVELY PRIME INTEGERS

For given a,b € Z, suppose there exist m,n € Z such that am + bn = 1. Now every common factor of a
and b is a factor of the right member 1; hence, (o, b) = L.

DEFINITION 5.5: Two integers ¢ and b for which (a, ) = 1 are said to be relatively prime.

See Problem 5.7.
In Problem 5.8, we prove

Theorem IV. If (a,5) = (b,s) =1, then (ab,s) = 1.
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5.5 PRIME FACTORS

In Problem 5.9, we prove

Theorem V. 1If p is a prime and if p|ab, where a,b € Z, then pla or p|b.
By repeated use of Theorem V there follows

Theorem V'. 1f pis a prime and if p is a divisor of the product a-b-¢- ... -t of nintegers, then pisa
divisor of at least one of these integers.

In Problem 5.10, we prove

The Unique Factorvization Theorem. FEvery integer @ > 1 has a unique factorization, except for order

(@) a—=p1-p2-pPs- ... Dn

into a product of positive primes.
Evidently, if {(a) gives the factorization of a, then

—a=—(p1-pr-p3i-... -Pn)

Moreover, since the ps of (&) are not necessarily distinct, we may write

oy oy

a=p1™ - p* - ps “Ps
where each o; > 1 and the primes py, po, ps, ... p, are distinct.

EXAMPLE 9. Express each of 2,241,756 and 8,566,074 as a product of positive primes and obtain their
greatest common divisor.

2,241,756 =223 .11-17-37  and 8,566,074 =2-3%.112.19.23

Their greatest common divisor is 2 - 3% . 1 1.

5.6 CONGRUENCES

DEFINITION 5.6: Let m be a positive integer. The relation “congruent modulo m,” (= (mod m)), is
defined on all a,b € Z by a = h(mod m) if and only if m|(a — b).

EXAMPLE 10.
{z) 89 =25(mod 4) since 4|(89 — 25) = 64 () 24z 3mod 3)since 5 } 21
{6) 89 = I(mod 4) since 4|88 (f) 243 % 167(mod 7) since ¢ } 76
(¢) 25 = 1(mod 4) since 4|24 {g) Any infeger a is congruent
(d) 153 =—7(mod 8) since 8/160 modulo m to the remainder

obtained by dividing a by m.

An alternate definition, often more useful than the original, is @ = b(mod m) if and only if @ and b
have the same remainder when divided by .

As immediate consequences of these definitions, we have:
Theorem VI. 1f a = b(mod m) then, for any n € Z, mn + a = b(mod m) and conversely.
Theorem VIH. 1f a = b(mod m), then, for all x £ Z, a + x = b + x(mod m) and ax = bx(mod m).
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Theorem VIIH. 1If a = b(mod m) and ¢ = e(mod m), then a+ ¢ =b+e(mod m), a — ¢ = b — e(mod m),

ac = be(mod m). See Problem 5.11.
Theorem IX. let (¢, m)=d and write m=md. I ca = ch(mod m), then a= b(mod m;) and
conversely. For a proof, see Problem 5.12.

As a special case of Theorem IX, we have

Theorem X. Let (c,m) = 1. If ca = ch(mod m), then & = b{mod m) and conversely.

DEFINITION 5.7: The relation = (mod m) on Z is an equivalence relation and separates the integers
into m equivalence classes, [0],[1],[2],...,[m— 1], called residue classes modulo m, where

[F]={a:a<cZ a=r(mod m)}

EXAMPLE 11. The residne classes modulo 4 are:

[0]={..,—16 —12, —8& —4,0,4,81216,..)
]={..,—15 —11, —7, —3,1,5,9,13,17,..}
2=1{..,—14, —10, —6, —2,2,6,10,14,18, ..}
[3={...—13 -9, -5 —1,3,7,11,1519,..}

We will denote the set of all residue classes modulo m by Z,,. For example, Z, = {[0],[1],[2],[3]}
and Z,, = {[0],[11,12].[3],...,[m#— 1]}. Of course, [3] € Z4 = [3] € Z,, if and only if m = 4. Two basic
properties of the residue classes modulo # are:

If a and b are elements of the same residue class [s], then a = h(mod m).

If [s] and [#] are distinct residue classes with a € [s] and b € [7], then a # b(mod m).

57 THE ALGEBRA OF RESIDUE CLASSES
Let ““&” (addition) and “*®” (multiplication) be defined on the elements of Z,, as follows:

la] &[] = [a + D]
[al ©[b] = [a- b]

for every [al, [P] € Z,,.

Since & and & on Z ,, are defined respectively in terms of + and - on Z, it follows readily that & and
@ satisfy the laws A;-Ay, M-M,, and D;-D, as modified in Chapter 4.
EXAMPLE 12. The addition and multiplication tables for Z 4 are:

Table 5-1 Table 5-2
1 2 1 2

0
0
1 and
2
3

where, for convenience, [0],[1],[2],[3] have been replaced by 0,1, 2, 3.
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58 LINEAR CONGRUENCES
Consider the linear congruence
(b) ax = b(mod mi)

in which a, b, m are fixed integers with m > 0. By a solution of the congruence we shall mean an integer
x = x1 for which m|(ax; — b). Now if x; is a solution of (§) so that m|(ax; — &) then, for any &k < Z,
m|(a(x) + k) — b) and x; + km 1s another solution. Thus, if’ x; is a solution so also is every other
element of the residue class [x;] modulo m. If then the linear congruence (5) has solutions, they consist
of all the elements of one or more of the residue classes of Z ,,.

EXAMPLE 13.

() The congruence 2x = 3(mod 4) has no solution since none of 2-0—-3,2-1—-3,2-2—-3,2-3—3 has 4 as
a divisor.

() The congruence 3x = 2(mod 4) has 6 as a solution and, hence, all elements of [2] € Z, as solutions.
There are no others.

{¢) The congmence 6x = 2{mod 4) has 1 and 3 as solutions.

Since 3 # 1(mod 4), we shall call | and 3 incongruent solutions of the congruence. Of course, all elements
of [1],[3] € Z4 are solutions. There are no others.

Returning to (b), suppose (a,#1) = 1 = sa 4 tm. Then b = bsa + btm and x; = bs 1s a selution. Now
assume x3 Z x1(mod m) to be another solution. Since ax; = bi{mod m) and ax; = b(mod m), it follows
from the transitive property of = (mod m) that ax; = axy(mod m). Then m|a(x; — x;2) and x; = xo(mod
m1) contrary to our assumption. Thus, (5) has just one incongruent solution, say x;, and the residue class
[x1] € Z,,.. also called a congruence class, includes all solutions.

Next, suppose that (a,m) =d =sa+ tm, d > 1. Since a = a1d and m = md, it follows that if
() has a solution x = x; then ax; — b = mg = »dyg and so d|b. Conversely, suppose that d = (@.m) is a
divisor of b and write b = b1d. By Theorem IX, any solution of (b) is a solution of

(c) ax = b(mod my)

and any selution of (¢) is a solution of (b). Now (a1, #1;) = 1 so that (¢) has a single incongruent solution
and, hence, (») has sclutions. We have proved the first part of

Theorem XI. The congruence ax = H(mod m) has a solution if and only if d = (a,m) is a divisor of 5.
When d|b, the congruence has exactly d incongruent solutions (d congruence classes of solutions).

To complete the proof, consider the subset
S ={x,x Fmy, 0 +2my, x4+ 30,00, x0 + (d = D}

of [x1], the totality of solutions of a; x = by(mod m1;). We shall now show that no two distinct elements of
S are congruent modulo m (thus, () has at least d incongruent solutions) while each element of [x;] — &
is congruent modulo m to some element of S (thus, (b) has at most 4 incongruent solutions).

Let x; +smy and x; + iy be distinet elements of S. Now if xy 4+ w111 = x1 + tm(mod =) then
m|(s — Dy hence, d|(s — ¢) and s = ¢, a contradiction of the assumption s £ ¢. Thus, the elements of
S are incongruent modulo . Next, consider any element of [x;] — S, say x; + (gd + )y where g = 1
and 0 <r < d. Now x1+ (gd +rym = x1 + oy +gm = x1 +rm(mod m) and x; + iy € S. Thus,
the congruence (b), with (a,m) = d and d|b, has exactly 4 incongruent solutions. See Problem 5.14.

5.9 POSITIONAL NOTATION FOR INTEGERS

It is well known to the reader that

827,016 = 8-10°+2-10*+7-10°+0-10°+1-10+ 6
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What is not so well known is that this representation is an application of the congruence properties
of integers. For, suppose « is a positive integer. By the division algorithm, a = 10- gg + 79, 0 < rp < 10.
If g9 =0, we write a —rg; if g9 >0, then gy =10-¢; +71, 0<r < 10. Now if ¢; =0, then
a=10-r; +r and we write a = rrg; if g1 > 0, then ¢ = 10-g2 + 72, 0 <1y < 10. Again, if ¢ = 0,
then @ = 10% - ¥, + 10 - 1, +#y and we write a = ror1rg; if g2 > 0, we repeat the process. That it must
end eventually and we have

a=10° 1 =105V ep g 4+ oo 107 + 1o = reFe1 -~ 17D

follows from the fact that the ¢s constitute a set of decreasing non-negative integers. Note that
in this representation the symbols #; used are from the set {0,1,2,3,...,9} of remainders modulo 10.
{(Why is this representation unique?)

In the paragraph above, we chose the particular integer 10, called the base, since this led to our
system of representation. However, the process is independent of the base and any other positive integer
may be used. Thus, if 4 is taken as base, any positive integer will be represented by a sequence of the
symbols 0, 1, 2, 3. For example, the integer (base 10) 155 =4° -2 +47.1+4.2 4+ 3 = 2123 (base 4).

Now addition and multiplication are carried out in much the same fashion, regardless of the base;
however, new tables for each operation must be memorized. These tables for base 4 are:

Table 5-3 Table 5-4
+lo 1 2 3
olo 1 2 3
11 2 3 10 and
2012 3 10 11
303 10 11 12

See Problem 5.15.

Solved Problems

5.1. Prove: If a|b and alc, then a|(bx + cy) where x,y € Z.
Since alb and ale, there exist infegers s, ¢ such that & =as and ¢ = at. Then bx+ cy = asx +aty =
a(sx + ty) and al{bx + cy).
5.2. Prove: If alb and b #£ 0, then [b]| = |a].
Since alb, we have b = ac for some ¢ € Z. Then |b| = |a| - |¢| with |¢| = 1. Since |¢| = 1, it follows that
lal - [e] = lal, thatis, [b] = |al.
5.3. Prove: If ¢|b and bla, then b —a or b — —a.

Since alb mmplies a# 0 and bla implies & #0, write b=ac and a= bd, where ¢, d ¢ Z Now
a-b = (bd Yac) = abed and, by the Cancellation Law, 1 = ¢d. Then by Problem 5.16, Chapter 4, ¢ =1 or
—land b=ac=aor —a.

5.4. Prove: The number of positive primes is infinite.

Suppose the contrary, i.e., suppose there are exactly » positive primes p1, g1, p3, - - -, P, Written in order of
magnitude. Now form a=p; - p2 -p3- ... - p, and consider the integer a+ 1. Since no one of the ps is a
divisor of a+ 1, it follows that a+ 1 is either a prime > p, or has a prime > p, as a factor, contrary to the
assumption that p, is the largest. Thus, there is no largest positive prime and their number is infinite.
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5.5.

5.6.

5.7

5.8.

5.9.

5.10.
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Prove the Division Algorithm: For any two non-zero integers ¢ and b, there exist unique integers
¢ and r such that

a=>bg+r0=<r<|b
Define S={a—bx:xcZ}). Ifb<0,ie,b<—1,thenb-la < —lal <aganda—5-la| = 0.If b =0, 1e,
b>1, then b-(—|a]) = —|ag| <a and a — b{(—|a|) > 0. Thus, § contains non-negative integers; denote by r
the smallest of these (r > 0) and suppose r=a—bg. Now if r> |b|, then r— |5 >0 and r— |b| =

a—bg—|bl=a—(¢g+1)b<rora—{g— )b <r, contrary to the choice of r as the smallest non-negative
integer € S. Hence, r < |b|.

Suppose we should find another pair ¢* and r’ such that
a=by' +r,0=<r < |h
Now bg' + ' =bg+r or blg’— ¢) =+ — ' implies b|(r — r’) and, since |r — r’| < |b|, then

r—r' =0;also g’ —g=0since » £ 0. Thus, ¥’ =r,q’ = g, and ¢ and r are unique.

Find (389, 167) and express it in the form 389m + 167n.

From We find
389 =167-2455 1=55-2-27
167 =55-3+2 = 55-82—167-27
55=2-274+1 — 389 .82 —167-191
2=1-2

Thus, (389, 167) = 1 = 82- 389 + (—191)(167).

Prove: If ¢|lab and if (a,¢) = 1, then ¢|b.

From 1 = ma + ne, we have b = mab + nch. Since ¢ is a divisor of mab + neb, it is a divisor of & and ¢|b as
required.

Prove: If (a,5) = (b,5) = 1, then (ab,s) = 1.

Suppose the contrary, ie., suppose (ab,s)=d > 1 and let d = (ab, s) = mab + ns. Now d|ab and d|s.
Since {a,s) =1, it follows that 4 [ a; hence, by Problem 7, d|&. But this contradicts {#,s) = 1 thus,
(ab,s)=1.

Prove: If p 1s a prime and if p|ab, where a,b € Z, then p|a or p|b.

If p|a we have the theorem. Suppose then that p [ a. By definition, the only divisors of p are 41 and +p;
then {p,¢) = 1 = mp + na for some m,n € Z by Theorem 1. Now & = mpb + nab and, since p|(mpb + nab),
plb as required.

Prove: Every integer @ > 1 has a unique factorization (except for order)
a=p1-pPr-P3- ... Pn
into a product of positive primes.

If @ is a prime, the representation in accordance with the theorem is immediate. Suppose then that o
is composite and consider the set S ={x: x> 1,x|a}. The least element s of § has no positive factors
except 1 and s; hence s is a prime, say p;, and

a=p b, b=>1
Now either & is a prime, say pz, and @ = py - p; or by, being composite, has a prime factor p; and

a=py-pr-by, br>1
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A repetition of the argument leads to a =py - p3 - p3 o1
a=pi-prpsby  by>1

and so on.
Now the elements of the set B = {1, by, b3, ...} have the property &1 > by > b3 = ---; hence, B has a least
element, say by, which is a prime p, and

Q=@ -p2-pPi- ...y

as required.
To prove uniqueness, suppose we have two representations

G=p1-Pr-P3c - Pn=q1-da-d3 .. - Gm

Now ¢; is a divisor of py - p2 - p3 - ... - py; hence, by Theorem V', ¢ is a divisor of some one of the ps, say
- Then ¢ = py, since both are positive primes, and by My of Chapter 4,

PPy =@ @3 e Gm
After repeating the argument a sufficient number of times, we find that m = » and the factorization is unique.

5.11. Find the least positive integers modulo 5 to which 19, 288, 19 - 288 and 19 - 288? are congruent.
We find

19 =5-3+4; hence 19 = 4(mod 5).
288 = 5-57+ 3; hence 288 = 3{mod 5).
19 -288 = 5(---) + 12; hence 19 - 288 = 2{mod 5).

193.288% = 5(-- )+ 47 . 3% = 5(-- )4 576: hence 19° - 2887 = I{moad 3).

5.12. Prove: Let (¢c,m) = d and write m = md. If ca = ch{mod m), then a = b(mod my) and conversely.

Write ¢ = e1d so that {e;,m) = 1. It mle(a — B), that is, if myd|cid{a —b), then my|cid{a — &) and,
since (c1,mi1) =1, mil{a — b) and a = b{mod m).
For the converse, suppose a=hmod m:). Since mil(a—5F), it follows that mylei(a—5b) and
myd|eid{a — b). Thus, mle(a — &) and ca = eb(mod m).
5.13. Show that, when a,b,p = 0 € Z, (a + by = & + b'(mod p).

By the binomial theorem, (g + by = o + p{---) + & and the theorem is immediate.

5.14. Find the least positive incongruent solutions of:
() 13x = Y(mod 23) (¢) 259x = S(med 11) (e) 222x = 12(mod 18)
() 207x = 6(mod 18) (d) 7x = 5(mod 256)

(z) Since (13,25) =1, the congruence has, by Theorem XI, a single incongruent selution.

Seiution I If x; is the solution, then it is clear that x; is an integer whose unit’s digit is either 3 or §;
thus x; €{3,8,13, 18,23}. Testing each of these in turn, we find x; = 18.

Seiution II. By the greatest common divisor process we find (13,25) =1=—-1-25+42-13. Then
9=-9.25418-13 and 18 is the required solution.
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5.15.

5.16.

517.

5.18.

5.19.

5.20.
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(b) Since207 =18-11+ 9, 207 = 9(meod 18), 207x = 9x(mod 18) and, by transitivity, the given congrmence
is equivalent to 9x = 6(mod 18). By Theorem IX this congruence may be reduced to 3x = 2{mod 6).
Now (3,6) = 3 and 3 } 2; hence, there is no solution.

{¢) Since 259 =11-23 4+ 6, 259 = §{mod 11) and the given congruence is equivalent to 6x = 5(mod 11).
This congruence has a single incongruent solution which by inspection is found to be 10.

() Using the greatest common divisor process, we find (256,7)=1=2-256+7(-73); thus,
5=10-25+ 7(—365). Now —365 = 147{mod 256) and the required solution is 147.

(e) Since 222 = 18- 12 + 6, the given congruence is equivalent to 6x = 12(mod 18). Since (6,18) = 6 and
6]12, there are exactly 6 incongruent solutions. As shown in the proof of Theorem XI, these 6 solutions
are the first § positive integers in the set of all solutions of x = 2{mod 3), that is, the first 6 positive
integers in [2] € Zy0a5. They are then 2,5,8,11, 14, 17.

Write 141 and 152 with base 4. Form their sum and product, and check each result.

141 =4 -2 +4*. 0+ 4-3+ 1; the representationis 2031
152=4".2 - 4.1 +4-24 0, the representation is 2120
Sum.

1+0=1;3+2=11, wewritel andcarry 1; 1 +1+0=2;2 42 =10

Thus, the sum is 10211, base 4, and 293, base 10.

Product.
Multiply by 0: 0000
Multiply by 2: 2.1 =2; 2-3 = 12, write 2 and carry 1; etc. 10122
Multiply by 1: 2031
Multiply by 2: 10122

11032320

The product is 11032320, base 4, and 21432, base 10.

Supplementary Problems

Show that the relation {|) is reflexive and transitive but not symmetric.
Prove: If alb, then —alb, a| — &, and —a| — b.

List all the positive primes (2) < 50, {#) < 200.

Ans. (@) 2,3,5,7,11, 13,17, 19, 23, 29, 31, 37, 41, 43, 47

Prove: If a=4-q+r, where a,b,q,r € Z, then any common divisor of ¢ and b also divides r while any

commeon divisor of b and r also divides a.

Find the greatest common divisor of each pair of integers and express it in the form of Theorem IT:

(a) 237,81 Ans. 3 =13-237 +(=38)- 81

(b) 616,427 Ans. 7=-9.616 +13-427

(c) 936, 666 Ans. 18 =5-936 +(=7)- 666

(d) 1137,419  dns. 1=1206-1137 +(—559)-419
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5.21.

5.22.

5.23.

5.24.

5.25.

5.26.

5.27.

5.28.

5.29.

5.30.

5.31.

5.32.

5.33.

5.34.

Prave: If s £ 0, then {sa, s6) = |s| - {a, b).

Prove:
(@) If als, b|s and (a,b) = 1, then abls.

(6) If m = dmy and if m|amy, then d|a.

Prove: If p, a prime, is a divisor of a- & - ¢, then pla or p|& or plc.
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The integer e = [, 8] is called the least commean multiple of the positive integers a and b when (1) ale and ble,

{2)if a/x and b|x then e|x.

Find: {a) [3,7], (&) [3,12], (&) [22,715].

Ans. (@) 21, (B) 12, () 1430

(o) Write the integers a = 19,500 and & = 54,450 as products of positive primes.
() Find d =(a,b) and e = [a, &].
{¢) Verifyd-e=a-b.

{d) Prove the relation in {¢) when ¢ and b are any positive integers.

Ans. (B)2-3-5222.32.53.112.13

Prove: f m = 1, m fa, m f b, then m|(a — b) implies ¢ —mq; =r = b —mgy, O < r < m, and conversely.

Find all solutions of:

(a) 4x = 3(mod 7) (e) 153x = 6(mod 12)
(&) 9x = 11(mod 26) () x+1=3mod 7)
() 3x+ 1 = 4(mod 3) (g) 8x = 6{mod 422)
(d) 8x = é(mod 14) (A) 363x = 345(mod 624)

Ans. (@) [6], (B [7, ([l (d)[e], [13], {(e)[2], [6], [10], () (2], {g) [159], [370],
(k) [123], [331], [539]

Prove Theorems V, VI, VII, VIII.

Prove: If a = H(mod m) and ¢ = b{mod m), then a = c{mod m). See Examples 10(a), {5), ().

{a) Prove: If a + x =5+ x(mod m), then a = b{mod m).
(&) Give a single numerical example to disprove: If ax = dx(meod m), then ax = b(mod m).

{¢) Modify the false statement in {#) to obtain a true one.

{a) Interpret a = H(mod 0).
{#) Show that every x € Z is a solution of ax = b(med 1).

{a) Construct addition and multiplication tables for Zs.
(5) Use the multiplication table to obtain 3% = 4{mod 3), 3* = I{mod 3), 3* = l{mod 5).
{¢) Obtain 3** = I{mod 5), 3°"* = 4(mod ), 319 = I{mod 3).

Construct addition and multiplication tables tor Z;, Zs, Z7, Zs.
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5.35.

5.36.

5.37.

5.38.

5.39.
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Prove: If [s] € Z,, and if @, b € [s], then a = b(mod m).

Prove: If [s],[f] € £, and if a < [s] and & < [{], then a = b{mod m) if and only if [s] = [4].

Express 212 using in turn the base (a) 2, (&) 3, (¢) 4, (d) 7, and (&) 9.

Ans. (@) 11010100, (&) 21212, (o) 3110, (d) 422, (e) 255

Express 89 and 111 with various bases, form the sum and product, and check.

Prove the first part of the Unique Factorization Theorem using the induction principle stated in Problem
3.27, Chapter 3.



CHAPTER 6

The Rational Numbers

INTRODUCTION

The system of integers has an obvious defect in that, given integers m #£0 and s, the equation mx =g
may or may not have a solution. For example, 3x =6 has the solution x =2 but 4x = 6 has no solution.
This defect is remedied by adjoining to the integers additional numbers (common fractions) to form the
system @ of rational mumbers. The construction here is, in the main, that used in Chapter 4.

6.1 THE RATIONAL NUMBERS
We begin with the set of ordered pairs

K=Zx(Z-{0)={(ssm):s5eZ, meZ—{0}}
and define the binary relation ~ on all (s,m),(t,n) € K by
(s,m) ~ (t,n) if and only if sn = mt

{Note carefully that 0 may appear as first component but never as second component in any (s,m).)
Now ~ is an equivalence relation (prove it) and thus partitions K into a set of equivalence classes

T =Als,ml.[t,n],...}

where s, m] = {(a, b) : (a,b) € K, (a,b) ~ (s,m)}

DEFINITION 6.1: The equivalence classes of .7 will be called the set of rational numbers.

In the following sections we will observe that .7 is isomorphic to the system (@ as we know it.

6.2 ADDITION AND MULTIPLICATION

DEFINITION 6.2: Addition and multiplication on 7 will be defined respectively by
@ s, + [t.1] = [(sn + me), ]

and

(#) [s,m] - [t 1] = [st, mn]

71
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These operations, being defined in terms of well-defined operations on integers, are (see Problem 6.1)
themselves well defined.
We now define two special rational numbers.

DEFINITION 6.3: Define zero, one, additive inverse, and multiplicative inverse on .7 by the following:
zero : [0,m] < 0 one : [m,m] <» 1
and the inverses

(additive 1) —[s,m] = [—s,m] for each [s,m] € T
(multiplicative 1) [s, m]~! = [m. 5] for each [s,m] € J when s #£ 0.

By paralleling the procedures in Chapter 4, it is easily shown that addition and multiplication obey
the laws Ay Ag, My Ms, Dy D5 as stated for integers.
A property of 7, but not of Z, is

M;: For every x # 0 € 7 there exists a multiplicative inverse x ' € 7 such that x - x ' = x' . x = 1.
By Theorem IV, Chapter 2, the inverses defined in Mg are unique.

In Problem 6.2, we prove

Theorem I. I x and y are non-zero elements of 7 then (x-p) ' =yp ' . x1,

6.3 SUBTRACTION AND DIVISION
DEFINITION 6.4: Subtraction and division are defined on 7 by

(fily x—p=x+(—p)forallx, yeJ

and
(iv) x=y=x-ylforallxeJ, y£0cJ
respectively.

These operations are neither associative nor commutative (prove this). However, as on Z,
multiplication is distributive with respect to subtraction.

6.4 REPLACEMENT
The mapping
e wtelZ
is an isomorphism of a certain subset of .7 onto the set of integers. We may then, whenever more

convenient, replace the subset 7* = {[£, 1] : [£, 1] € 7} by Z. To complete the identification of 7 with (D,
we have merely to replace

Xy by  x/y

and, in particular, [s,m] by s/m.

6.5 ORDER RELATIONS
DEFINITION 6.5: An element x € @, 1.e., x < [s,m] € 7, is called positive if and only if s-m > 0.
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The subset of all positive elements of @ will be denoted by @* and the corresponding subset of 7
by 7.
DEFINITION 6.6: An element x € @, i.e., x < [s,m] € 7, is called negative if and only if s-m < 0.

The subset of all negative elements of @ will be denoted by @ and the corresponding subset of 7
by 7.
Since, by the Trichotomy Law of Chapter 4, either s-m > 0, s-m < 0, or 5 -m = 0, it follows that
each element of 7 is either positive, negative, or zero.
The order relations < and > on @ are defined as follows:
For each x,y ¢ @
X<y if and only if x—p=<0
X >y if and only if x—yp=>0
These relations are transitive but neither reflexive nor symmetric.

@ also satisfies

The Trichotomy Law. 1If x,y € @, one and only one of

(@x=y b)x<y () x>y

holds.

6.6 REDUCTION TO LOWEST TERMS

Consider any arbitrary [s,m] € 7 with s # 0. Let the (positive) greatest common divisor of s and m be d
and write 5 — dsy, m = dmy. Since (s,m) ~ (s1,#1), it follows that [s,m] = [s1,m], Le., s/m = 51/my.
Thus, any rational number # 0 can be written uniquely in the form a/b where ¢ and b are relatively
prime integers. Whenever ¢/ has been replaced by «/b, we shall say that s/m has been reduced to
lowest terms. Hereafter, any arbitrary rational number introduced in any discussion is to be assumed
reduced to lowest terms.
In Problem 6.3 we prove:
Theorem I 1f x and y are positive rationals with x < y, then 1/x > 1/y.

In Problems 6.4 and 6.5, we prove:

The Density Property. 1 x and p, with x < y, are two rational numbers, there exists a rational number z
such that x < z < y;

and

The Archimedean Property. 1If x and y are positive rational numbers, there exists a positive integer
p such that px > y.

6.7 DECIMAL REPRESENTATION

Consider the positive rational number @/ b in which & > 1. Now
a=qgob+ 1y b=<r<b

and 10rg = b + 1 0<r<b
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Since ry < b and, hence, ¢1b + r; = 10ry < 10b, it follows that ¢, < 10. If = = 0, then »y = (1/10)d,
a=qgob+ /10, and a/b=qgo+q:/10. We write a/b=go-q1 and call ¢y-¢1 the decimal
representation of a/b. If 1 #£ 0, we have

10r = b + 12 0<m=<b

in which ¢, < 10. If #, =0, then 7, = (g2/10)6 so that ry = (g:/10)b + (g2/10%)b and the decimal
representation of a/ b is qq - q147; if #o = rq, the decimal representation of a /b is the repeating decimal
g« L gaqad . . .3 if 1p £ 0, r, we repeat the process.

Now the distinct remainders rg,#y, 72,... are elements of the set {0,1,2,3,...,5— 1} of residues
modulo & so that, in the extreme case, r, must be identical with some one of #y, 1, 3, #5_1, say F., and the
decimal representation of a/b is the repeating decimal

qo-1q243 . - - gp1qe1qet2 - - - b 1Ger1et2 - - - dh1 - -
Thus, every rational number can be expressed as either a terminating or a repeating decimal.

EXAMPLE 1.
(@) 5/4=125
(b) 3/8=0375

{¢) For 11/6, we find

11=1-6+5 qy=1,79=5
10-5=8-642; q1=8r=2
10-2=3-642;, g=3,m=2=n

and 11/6 = 1.833333 .. ..

{(d) For 25/7, we find

25=3-7T+4; gy=3.r=4
10-4=5-745 q=5rn=>
10.5=7-741: q=7r=1
10-1=1-743; ¢g3=1,r,3=3
10-3=4-742; g1=4,r4=2
10-2=2-746; gs=2,rs=6
10-6=8-74+4; gs=8,rs=4=n

and 25/7 = 3.571428 571428 .. ..

Conversely, it is clear that every terminating decimal is a rational number. For example,
0.17 =17/100 and 0.175 = 175/1000 = 7/40.
In Problem 6.6, we prove

Theorem 1. Every repeating decimal is a rational number.
The proof makes use of two preliminary theorems:

({) Every repeating decimal may be written as the sum of an infinite geometric progression.
(i{) The sum of an infinite geometric progression whose commeon ratio r satisfies |#| < | is a finite
number.

A discussion of these theorems can be found in any college algebra book.
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Solved Problems

6.1. Show that addition and multiplication on 7 are well defined.

Let [a,b] =[s,m] and [e,d]=[t,n]. Then {(a, &)~ {s,m) and {c,d)~ (z,n), so that am=bs and
cn = dt. Now

[a,&]+[c,d]

[(ad + be), bd | = [(ad + beymn, bd - mn]
= [(am - dn+ cn - bm), bd - mn]

[(bs - dn+ dt - bm), bd - mn]

= [belsn + tm), bdd - mn]

= [sn+ tm, mn] = [s,m] +[t, 1]

and addition is well defined.

Also [a, 8] - [e,d] = [ae, bd] = [ac - mn, bd - mn]
= [am - en, bd - mn] = [bs - dt, bd - mn]
= [bd - st, bd - mn] = [st, mn]

= [S’m] ° [I, H]

and multiplication is well defined.

6.2. Prove: If x,y are non-zero rational numbers then (x.p) ' =p 1. x L.

Let x <> [s,m] and y <> [z, 7], so that x ' < [m, 5] and v~! < [, £]. Then x - v <> [5,m] - [t,n] = [s¢, mn] and
(x -y)71 o [mn,st) =[nf] - [m, 5] <y - x7L

6.3. Prove: If x and y are positive rationals with x < y, then 1/x > 1/y.

Let x <> [s,m] and y < [t,n]; then sm >0, ;> 0, and sn < mt. Now, for 1/x=x"1 < [m,s] and
1/y < [t,n], the inequality m¢ > sn implies 1/x > 1/y, as required.

6.4. Prove: If x and p, with x < y, are two rational numbers, there exists a rational number z such
that x <z < y.

Since x < y, we have
2x=x4+x<x+y and x+y=<y+y=2
Then 2x < x+y <2y
and, multiplying by {1/2), x < (1/2)}x + ) < y. Thus, {1/2)(x + y) meets the requirement for z.
6.5. Prove: If x and y are positive rational numbers, there exists a positive integer p such that px > y.

Let x <> [5,m] and v < [¢,n], where s,m, ¢, n are positive integers. Now px > y if and only if psn > mi.
Since sn > 1 and 2sn > 1, the inequality is certainly satisfied if we take p = 2mu.
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6.6.

6.7.

6.8.

6.9.

6.10.

6.11.
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Prove: Every repeating decimal represents a rational number.

Consider the repeating decimal

x-yzdefdef...=x-yz+0.00def + 0.00000 def + - --

Now x-yz is a rational fraction since it is a terminafing decimal, while 0.00de f 4+ 0.00000 de f + - - - is an
infinite geometric progression with first term a = 0.00de /', common ratio r = 0.001, and sum

a  0.00def def

=+~ 09959 — 99900° a rational fraction.

8§ =

Thus, the repeating decimal, being the sum of two rational numbers, is a rational aumber.

Express (a) 27/32 with base 4, (5) 1/3 with base 5.

(@) 27/32=3(1/4)43/32 = 3(1/4) + 1(1/4)* - 1/32 = 3(1/9) + 1(1/H> + 2(1/4)°. The required represen-
tation is 0.312.

)

The required representation is 0.131313....

Supplementary Problems

Verify:

(a) [S!m] + [Osn] = [S’ m] (C) [S’m] + [_S!m] = [O’R] = [S! m] + [S! - m]
(b) [S!m] g [0’ n] = [Osn] (d) [S! m] ° [m’ S] = [n! n]

Restate the laws A—Ag, M;-Ms, D—Dy of Chapter 4 for rational numbers and prove them.

Prove:
(&) J7 is closed with respect to addition and multiplication.

(B If[s,m] € JT, so also does [s,m] L.

Prove:
(o) J is closed with respect to addition but not with respect to multiplication.

() If [s,m] € 77, so also does [s,m] L.
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6.12. Prove: If x,ye@and x-y =10, then x =0 or y=0.
6.13. Prove: If x,y € @, then {a) —(x+y)=—x —y and () —(—x)==x.
6.14. Prove: The Trichotomy Law.
6.15. If x,y,z €@, prove:
{0) x+z=y+zifand onlyif x < y.
() when z > 0, xz < yzif and only if x < y.
{¢) when z <0, xz < yzif and only if x > y.
6.16. If w,x,y,z € @ with xz % 0 1in (o) and (b), and xyz£0 in (), prove:
() wrx)x(y+z)=(wztxy)+xz
(&) w+x)-(yv+2)=wy+xz
&) wrx)+{y+rz)=wz+xy
6.17. Prove:If 0,6 €c Q" and a < &, then a® < ab < b>. What is the corresponding inequality if a, 5 < Q7?
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The Real Numbers

INTRODUCTION

Chapters 4 and 6 began with the observation that the system X of numbers previously studied had an
obvious defect. This defect was remedied by enlarging the system X". In doing so, we defined on the set of
ordered pairs of elements of X" an equivalence relation, and so on. In this way we developed from N the
systems Z and @ satisfying N < Z < @. For what is to follow, it is important to realize that each of the
new systems Z and {0 has a single simple characteristic, namely,

Z is the smallest set in which, for arbitrary m, s € N, the equation m + x = s always has a solution.

@D is the smallest set in which, for arbitrary m £ 0 and s, the equation mx = s always has a solution.

Now the situation here is not that the system (@ has a single defect; rather, there are many defects
and these are so diverse that the procedure of the previous chapters will not remedy all of them. We
mention only two:

(1) The equation x> = 3 has no solution in @. For, suppose the contrary, and assume that the rational
alb, reduced to lowest terms, be such that (a/b)* = 3. Since a2 = 307, it follows that 3|a? and, by
Theorem V, Chapter 3, that 3|a. Write ¢ = 3ay; then 3a;? = b7 so that 3|5” and, hence, 3|&. But this
contradicts the assumption that a/b was expressed in lowest terms.

(2) The circumference ¢ of a circle of diameter d € @ is not an element of @, i.e., in ¢ = nd, w¢ Q.
Moreover, m2¢ @ so that 7 is not a solution of x? = ¢ for any ¢ € @. (In fact, 7 satisfies #o
equation of the form ax™ +bx"! +--- +sx +¢=0with a. b,...,5,¢t € Q.)

The method, introduced in the next section, of extending the rational numbers to the real numbers is
due to the German mathematician R. Dedekind. In an effort to motivate the definition of the basic
concept of a Dedekind cut or, more simply, a cut of the rational numbers, we shall first discuss it in
non-algebraic terms.

Consider the rational scale of Fig. 7-1, that is, a line 7. on which the non-zero elements of @@ are
attached to points at proper (scaled) distances from the origin which bears the label 0. For convenience,
call each point of 1. to which a rational is attached a rational point. (Not every point of L is a rational
point. For, let P be an intersection of the circle with center at 0 and radius 2 units with the line parallel to
and 1 unit above L. Then let the perpendicular to L through P meet L in T; by (1) above, T is not a
rational point.) Suppose the line I to be cut into two pieces at some one of its points. There are two
possibilities:

(@) The point at which £ is cut is not a rational point. Then every rational point of L is on one but not
both of the pieces.
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Fig. 7-1

(b) The point at which L is cut is a rational point. Then, with the exception of this point, every other
rational point is on one but not both of the pieces. Let us agree to place the exceptional point
always on the right-hand piece.

In either case, then, the effect of cutting L at one of its points is to determine two non-empty proper
subsets of (). Since these subsets are digjoint while their union is @, either defines the other and we
may limit our attention to the left-hand subset. This left-hand subset is called a cuz, and we now proceed
to define it algebraically, that is, without reference to any line.

7.1 DEDEKIND CUTS

DEFINITION 7.1: By a cut C in @ we shall mean a non-empty proper subset of @ having the
additional properties:

(i) feeCandae @ with a< ¢, thena e C.
(i) for every ¢ ¢ C there exists b <  such that b > ¢.

The gist of these properties is that a cut has neither a least (first) element nor a greatest (last) element.
There is, however, a sharp difference in the reasons for this state of affairs. A cut € has no least
element because, if ¢ € C, every rational number a < ¢ is an element of C. On the other hand, while
there always exist elements of € which are greater than any selected element ¢ < C, there
also exist rational numbers greater than ¢ which do not belong to C, ie., are greater than every
element of C.

EXAMPLE 1. Let r be an arbitrary rational number. Show that C{r) ={a: e € @,z < r} is a cut.

Since @ has neither a first nor last element, it follows that there exists r; € @ such that r; < r (thus, C(r) # &) and
ry € @ such that ry > r {thus, C{r) # @). Hence, C(r) is a non-empty proper subset of Q. Let ¢ € C{r), thatis, ¢ < r.
Now for any a € @ such that a < ¢, we have a < ¢ < r; thus, a € C(r) as required in (7). By the Density Property of
@D there exists d € @ such that ¢ < d < r; then d > ¢ and d € C(r), as required in (i7). Thus, C{r) is a cut.

The cut defined in Example 1 will be called a rational cut or, more precisely, the cut at the rational
number r. For an example of a non-rational cut, see Problem 7.1.

When C is a cut, we shall denote by C’ the complement of C in @. For example, if C = C(r) of
Example 1, then ' = C/(¢r) = {a’ : @’ € @, &’ = r}. Thus, the complement of a rational cut is a proper
subset of €@ having a least but no greatest element. Clearly, the complement of the non-rational cut of
Problem 1 has no greatest element; in Problem 7.2, we show that it has no least element.

In Problem 7.3, we prove:

Theorem I. 1If Cis a cut and r € @, then

(@) D={r+a:a<Clisacut and hy D={r+a:a )
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It is now easy to prove

Theorem . If C is a cut and r € @™, then
(@) F={ra:acC}isacut and (b) E ' ={ra’:a’ ¢’}

In Problem 7.4, we prove

Theorem HI. If Cis a cut and » € @, there exists b € C such that r + b € .

7.2 POSITIVE CUTS

DEFINITION 7.2: Denote by X the set of all cuts of the rational numbers and by X the set of all
cuts (called positive cuts) which contain one or more elements of @ ¥,

DEFINITION 7.3: Let the remaining cuts in X (as defined in Definition 7.2) be partitioned into the cut,
e, 0 =C0) ={a: ae @7}, and the set K~ of all cuts containing some but not all of ¥~

For example, C(2) € X1 while C(—35) € ™. We shall, for the present, restrict our attention solely to
the cuts of X for which it is easy to prove

Theorem IV. If Ce K" and r > 1 € @1, there exists ¢ € C such that rc € C’.

Bach C € K consists of all elements of @, 0, and (see Problem 7.5) an infinitude of elements of
@". For each C ¢ K1, define C = {a:a € C,a > 0} and denote the set of all C’s by H. For example,
if C=0C(3) then C3)={a:ac®0 <a<3}and C may be written as C = C(3) =0 U {0} U C(3).
Note that each € € X defines a unique C ¢ H and, conversely, each C ¢ H defines a unique C € K.
Let us agree on the convention: when C; € K1, then C; = Q@ U {0} U (..

We define addition (+) and multiplication () on K1 as follows:

C+C =0 U{0tu(C +0C),

CCy=Q U0TU (G - C3) for each €, C, e KT

where

{C1 +C={er+ecie1 €Cre0 €0}

C-C={aamiael,oel}
It is easy to see that both C; + C; and C; - C» are elements of K. Moreover, since

Ci+C ={ag:aceCi+Cra=0}

and C1 G =la:acC-Cya=0}

it follows that H is closed under both addition and multiplication as defined in (7).

EXAMPLE 2. Verify: (a) C(3)+ C(7) = C(10), (B) C(3)C(T) = C(21)

Denote by C(3) and C(7), respectively, the subsets of all positive rational numbers of C(3) and C{7). We need
then only verify

C3)+ () =1y and C3) - =Ce2h
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(o) Lete; €C(3)and ¢ € C(7). Since 0 < ¢y <=3 and 0 < ¢; <7, we have 0 < ¢) + ¢ < 10. Then ¢ + ¢ € C(10)
and C{3)+ C(7) € £{10). Next, suppose ¢z € C(10). Then, since 0 < ¢3 < 10,

3 7
0<1—0c3<3 and 0<ﬁc3<7

that is, (3/10)es € C(3) and (7/10¢s € C(7). Now ¢35 = (3/10Mes +{7/10)e5; hence, C{10) € &(3) + C(7).
Thus, C(3) + C(7) = C{10) as required.

() For ¢ and ¢y as in (a), we have O < ¢ -¢3 < 21. Then ¢; - ¢» € C{21) and C(3) - C(7) € C(21). Now suppose
e3 € C(21) so that 0 <e3 <21 and 0 < e3/2l =g < 1. Write g=¢1-¢; with 0 < ¢ <1 and 0 < ¢ < 1.
Then ¢ =21g =3¢ )7q,) with 0 <3¢, <3 and 0 <7q <7, ie., 3q1 €C3) and 7¢; € C(7). Then
C{21) C C(3) - &7y and C(3) - C(7) = C(21) as required.

The laws A; Ay, M; My, D; D, in X follow immediately from the definitions of addition and
multiplication in X" and the fact that these laws hold in @™ and, hence, in H. Moreover, it is easily
shown that C(1) i1s the multiplicative identity, so that M also holds.

7.3 MULTIPLICATIVE INVERSES
Consider now an arbitrary C = @~ U {0} UC € K™ and define

Cl'=p:bec@Qf, b<a'forsomeacC’
In Problem 7.6 we prove:
IfC=0 uUojucl then C'=0Q uU{0}uC ! is a positive cut.
In Problem 7.7 we prove:
For each C ¢ KT, its multiplicative inverse is €' ¢ K.

At this point we may move in either of two ways to expand X" into a system in which each element has
an additive inverse:

1) Repeat Chapter 4 using K. 7 instead of N.
( p P g

{(2) Identify each element of X~ as the additive inverse of a unique element of X *. We shall proceed in
this fashion.

7.4 ADDITIVE INVERSES
The definition of the sum of two positive cuts is equivalent to
C+C=la+a:acCacC)l G,Gek?’
We now extend the definition to embrace all cuts by
O+ Co={e1+e:c1€ Cro € o, C, G e K (1)

EXAMPLE 3. Verify C(3) + C(=7) = C(—4).

Let ¢+ ¢y € C3)+ C(—T), where ¢y € C(3)and ¢y € C{—7T). Since ¢1 < 3and ¢; = —7, it follows that ¢y + ¢ <= —4
56 that ¢y + ¢; € C{(—4). Thus, C(3) + C(—7) € C(—4).
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Conversely, let ¢; € C(—4). Then ¢3< —4 and 4 —e3=dcQ. Now e3=-4—d={3—(1/2dD+
(=7 —(1/2)d); then since 3 —(1/2)d € C(3) and —7—(1/2)d € C{(—7), it follows that ¢3 € C(3)4+ C(—7) and
C{—4) C C(3) + C(—7). Thus, C(3)+ C{—7) = C(—4) as required.

Now, for each C € K, define

—C={x:xeQ.x < —qforsomeacC’}

For € = C(-3), we have —C = {x: x € (), x < 3} since —3 is the least element of C’. But this is
precisely C(3); hence, in general,

—CF) =C(—r)  when rec@
In Problem 7.8 we show that —C is truly a cut, and in Problem 7.9 we show that —C is the additive

inverse of €. Now the laws A; A4 hold in X.
In Problem 7.10 we prove

The Trichotomy Law. For any C € K, one and only one of
C=C0)y Cck” -Ceck?t

holds.

7.5 MULTIPLICATION ON X
For all € ¢ K, we define

C > C(0)  if and only if Cekt
C < C() if and only if -Cek”

and €l =C when  C = C(0)
|IC| = =C when C = ()
Thus, |C| = C(0), that is, |C] = C(0) or |C| =K.

For all C).C; € K, we define

C - Cy; = C(0) when C; = C(0) or G, = C0)
C-Cy =Ty - 1y when C; > C(0) and C; = C(0)

or when C) < C(0) and Cy <= C(0) )]
Cy-Cy = —(|Cy] - |C5])  when Cp = C(0) and Cy; < C()

or when C) < C(0) and Cy > C(0)
Finally, for all € # C(0), we define
Cl'=1C""when C> C(0) and C'=—(C|™") when C < C(0)

It now follows easily that the laws A; Az, M; Mg, Dy D5 hold in X

7.6 SUBTRACTION AND DIVISION

Paralleling the corresponding section in Chapter 6, we define for all C;, C; € K

C=C =0 +(—-Cy) (3)
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and, when C; # C(0),
GQ+C=0C-C! (4)

Note. We now find ourselves in the uncomfortable position of having two completely different
meanings for ; — 5. Throughout this chapter, then, we shall agree to consider €] — Cy and Oy 1 €Y7
as having different meanings.

7.7 ORDER RELATIONS

For any two distinct cuts Cy, C; € &, we define
C1 < (s, also Cr > (1, to mean C1— Gy < C(0)
In Problem 7.11, we show
C1 < (s, also C; > (1, if and only if CcC Gy

There follows easily

The Trichotomy Law. For any €y, C; € K, one and only one of the following holds:

(Cl) C] = Cg (b) C] < Cg (C) C] = Cg

7.8 PROPERTIES OF THE REAL NUMBERS

Define K" = {C(r) : C(r) € K.r € @}). We leave for the reader to prove

Theorem V. The mapping C(r) € K — r € Q0 i3 an isomorphism of X* onto Q).
DEFINITION 7.4: The elements of X are called real numbers.

Whenever more convenient, K will be replaced by the familiar R, while 4, B, ... will denote arbitrary
elements of R. Now @ < R; the elements of the complement of @ in R are called irrational numbers.
In Problems 7.12 and 7.13, we prove

The Density Property. 1If A, Bc R with 4 < B, there exists a rational number C(r) such that
A < C(r) < B.
and

The Archimedean Property. 1If A, B € RT, there exists a positive integer C(x) such that C(n)- 4 > B.

In order to state below an important property of the real numbers which does not hold for the
rational numbers, we make the following definition:

Let S & be a set on which an order relation < is well defined, and let T be any proper subset
of S. An element s € S, if one exists, such that s > ¢t forevery r € T (s < ¢ for every t € T) is called
an upper bound (lower bound) of T.

EXAMPLE 4.

() S=0Qand T ={-5, —1,0,1,3/2}, then 3/2,2,102,... are upper bounds of 7 while —5, — 17/3, — 100, ...
are lower bounds of 7.
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() When S=Qand 7 = C € K, then 7 has no lower bound while any ¢’ € 7' = C’ is an upper bound. On the
other hand, T’/ has no upper bound while any ¢ € T is a lower bound.

If the set of all upper bounds (lower bounds) of a subset 7" of a set S contains a least element
(greatest element) e, then e is called the leasi upper bound (greatest lower bound) of T

Let the universal set be @ and consider the rational cut C(#) € K. Since r is the least element of C’(r),
every s > r in @0 is an upper bound of C(r) and every ¢ < r in @ is a lower bound of C’(#). Thus, r is both
the least upper bound (l.u.b.) of C(¥) and the greatest lower bound (g.1.b.) of C’(#).

EXAMPLE 5.

{g) The set T of Example 4{a) has 3/2 as lu.b. and —5 as glb.

{6) Let the universal set be @. The cut C of Problem 7.1 has no lower bounds and, hence, no g.l.b. Also, it has
upper bounds but no Lu.b. since C has no greatest element and C’ has no least element.

{¢) Let the universal set be B. Any cut C € K, being a snbset of @, is a subset of R. The cut C{r) then has upper
bounds in [ and r € [ as Lu.b. Alss, the cut € of Problem 7.1 has upper bounds in R and +/3 € R as Lu.b.

Example 5(¢) illustrates

Theorem VI. 1If & is a non-empty subset of K. and if S has an upper bound in K, it has an Lu.b. in K.
For a proof, see Problem 7.14.
Similarly, we have

Theorem VI'. If S is a non-empty subset of K and if & has a lower bound in X, it has a g.1l.b. in K.
Thus, the set R of real numbers has the

Completeness Property. Every non-empty subset of R having a lower bound (upper bound) has a
greatest lower bound (least upper bound).

Suppose & — «, where «,0 € Rt and n€ Z*. We call 0 the principal sth root of « and write
6 = &'/, Then for » = m/n € @, there follows a” = .
Other properties of R are

(1) For each & ¢ R™ and each n ¢ Z*, there exists a unique § ¢ R such that & = a.

(2) For real numbers « > 1 and B, define «” as the Lu.b. of {&” : ¥ € @, < B}. Then «? is defined for
all @ > 0, 8 € R by setting «f = (1 /&)™ when 0 < & < 1.

SUMMARY

As a partial summary to date, there follows a listing of the basic properties of the system R of
all real numbers. At the right, in parentheses, is indicated other systems N, Z @@ for which each
property holds.

Addition
Ay Closure Law r+scR forallrmseR (N, Z, )
A; Commutative Law r+s—=s5+7r forallr,seR (N, Z, )
A;  Associative Law Fr+s+=@+s)+¢ forallrs,teR (N, Z, @)
Ay Cancellation Law I r+¢—s+¢ thenr —sforallrs,tcR (N, Z, )
As Additive Identity  There exists a unique additive identity element 0 € R

such that ¥ +0 =0+r =17, forevery r ¢ R. (Z,0)
Ag  Additive Inverses  For each r € R, there exists a unique additive inverse
—r € R such that r +(—#) = (—¥) +r =0. (Z, Q)
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Multiplication
M, Closure Law r-scR, forallrnseR (N, Z, @
M; Commutative Law r-s=s5-r, forallr,secR (N, Z, @)
M; Associative Law Feo(s-t)y=(r-s)-t, forall r,s,t € R (N, Z, @)
M. Cancellation Law If m-p=mn-p, thenm —n, for allm,n € R and

p#0eR (N, Z, )
M; Multiplicative Identity There exists a unique multiplicative identity

element | € Rsuch that 1 .r =r-1 =rfor

every r € R. (N, Z, @)
M; Multiplicative Inverses For each r £ 0 € R, there exists a unique

multiplicative inverse ! ¢ R such that

porl=plip=1. ()
Distributive Laws For every 5,1t € R,

D, res+=r-s+r-t
D, (s+i)-r=s-F+i-r (N, Z, )
Density Property For each r,s € R, with » < 5, there exists

i € @ such that » < ¢ < & (@)
Archimedean Property For each r,5 ¢ R, with » < 5, there exists n € Z "

such that n -7 > s (@)

7.1.

A2

7.3.

Completeness Property Every non-empty subset of R having a lower
bound (upper bound) has a greatest lower
bound (least upper bound). (N, Z)

Solved Problems

Show that the set S consisting of @, zero, and all s € @ such that s* < 3 is a cut.

First, Sis a proper subset of @ since 1 € S and 2¢ 5. Next, let c € S and a € @ with a < ¢. Clearly, a € §
when ¢ < 0 and also when ¢ < 0.

For the remaining case (0 < a < ¢), a® < ac < ¢? < 3; then o < 3 and ¢ € § as required in {i) {Section
7.1). Property (if) (Section 7.1) is satisfied by # = 1 when ¢ < 0; then § will be a cut provided that for each
¢>0 with ¢2 <3 an me QF can always be found such that (¢4 m)* < 3. We can simplify matters
somewhat by noting that if p/g, where p,g € Z", should be such an m so also is 1/g. Now ¢ > 1; hence,
(e4 /g = 24 2e/qg+1/g* < 2+ (2e+ 1)/g; thus, {c+ 1/g)* < 3 provided (2¢+ 1)/g < 3 — 2, that is,
provided (3 — Mg > 2e+ 1. Since 3 —¢?) e @ and (2e +1) € @Y, the existence of ¢ € Z* satisfying the
latter inequality is assured by the Archimedean Property of @7, Thus, S is a cut.

Show that the complement S’ of the set S of Problem 7.1 has no smallest element.

For any re 8’ ={a:ae @', a? > 3}, we are to show that a positive rational number m can always
be found such that (r —m)® = 3, that is, the choice r will never be the smallest element in $’. As in
Problem 7.1, matters will be simplified by seeking an m of the form 1/g where g Zt. Now
(F—1/)  =r> —2r/qg+1/g" = r® — 2rjq: hence, {r — 1/¢)* > 3 whenever 2r/g < r* — 3, that is, provided
(r> —3)g > 2r. As in Problem 7.1, the Archimedean Property of @7 ensures the existence of g e Z*
satisfying the latter inequality. Thus S* has no smallest element.

Prove: f Cisacutandr € @, then (@) D ={r+a:ac Clisacatand (b)) D' ={r+a’:a’ ¢ C'}.
{a) D= since C £ @ moreover, for any ¢’ € C/, r +¢'¢ D and D £ Q. Thus, D is a proper subset of Q.
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74.

7.5.

7.6.

7.7.

7.8.

7.9.

7.10.
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Let #€C. For any s€ @ such that s<r+ b, we have s—r<5b so that s—reC and
then s=r+{s—v) e D as required in {7) (Section 7.1). Also, for &< C there exists an element
¢ Csuch that ¢ = b; then r+ &, r+¢ € D and v+ ¢ > r+ b as required in (i) (Section 7.1). Thus, D
is a cut.

() Letd’ € C".Thenr+ b'¢ Dsince’¢ C; hence, r + &’ € D’. On the other hand,if ¢’ = r +p’ € D’ then
p & C since if it did we would have DM D’ £ . Thus, D’ is as defined.

Prove: If Cis a cut and r € @™, there exists » € C such that » - b & C’.

From Problem 7.3, D ={r+a:a e C}is a cuf. Since r > 0, it follows that C ¢ D. Let ¢ € Q@ such that
p=r+gecDbutnotinC. Theng € Cbutr+g < C’. Thus, ¢ satisfies the requirement of & in the theorem.

Prove: If C € K, then € contains an infinitude of elements in @ 7.

Since € € K there exists at least one r € @ such that r € €. Then for all ¢ € N we have r/g € C. Thus,
no C € KT contains only a finite number of positive rational numbers.

Prove: If C =@ U{0}UC e KT, then C~' = @ U {0} UC! is a positive cut.

Since ¢ £ @Y, it follows that €’ # @; and since ¢ # @, it follows that €' £ @7, Let 4 € C'. Then
@+ e@ and (d4+ 17 < dL so that (d+ 1)L e and ¢ £ 6. Also, if ¢ € C, then for every
aeC' wehavec <aand ¢! >a ' hence, c 1 ¢C !t and ¢! £ Q. Thus, €1 is a proper subset of Q.

Let ccCtand re @' such that r < e. Then r < ¢ < d! for some d € C’ and r €' as required
in (i) {Section 7.1). Also, since ¢ # 4! there exists s € @ such that ¢ <5 < d~! and s € ¢! as required
in (i). Thus, C! is a pesitive cut.

Prove: For each C € X7, its multiplicative inverse is C~! € K.

Let C=0 U{0}UCsothat C 1 =@ U{0}UC L ThenC-Ct={c-b:ceCbel ). Nowh <d
for some d € ', and so &d < 1: also, ¢ < d so that be < 1. Thus, ¢- ¢ € ¢(1).

Let n € (1) so that ! > 1. By Theorem I'V there exists ¢ € C such thate-»~! € C’. For each a € C such
that ¢ =¢, we have n-a ' <n-¢l={c-n 1% thus, n-a'=ec L Then n=aec C-C! and
e ¢l Hence, C-C ' =¢(1) and C- CL = ¢(1). By Problem 7.6, C L e K '

When C ¢ K, show that —C is a cut.

Note first that —C £ @ since C' #£ @. Now let ¢ € C; then —cg¢ — C, for if it were we would have —¢ < —¢’
(for some ¢’ € C’)so that ¢’ < ¢, a contradiction. Thus, —C is a proper subset of Q. Property (7) (Section 7.1)
is immediate. To prove property (if), let x € —C,ie, x < —¢' forsome ¢’ € C'. Now x < 1/2{x — ¢/) < —¢'.
Thus, (1/2)x —¢’) = x and (1/2)¥x—¢') € —C.

Show that —C of Problem 7.8 is the additive inverse of C, i.e., C +(—C) = —C+ C = C(0).

Ietc+xe C+(—C),whereceCand xe —C. Nowif x <« —¢’for¢’ e O/, wehavec+x <c—¢' <
since ¢ < ¢’. Then C + (—C) € C{0). Conversely, let y,z € C{0) with z > p. Then, by Theorem III, there exist
ceC and ¢’ €’ such that ¢+ (z—y)=¢'. Since z— ¢’ < —¢’, it follows that z— ¢’ € —C. Thus,
v=c¢+{z—cHeC+(—C)and C0) € C+{(—C). Hence, C +{—C) = —C+ C = C{0).

Prove the Trichotomy Law: For C € K, one and only one of
C = C0) Cekt —-Cek™

is true.

Clearly, neither C{0) nor —C(0) € K. Suppose now that C £ C(0) and C¢ K. Since every c € Cis a
negative rational number but C #£ @, there exists ¢’ € @@ such that ¢’ € C’. Since ¢’ < (1/2)¢’ < 0, it
follows that 0 < —(1/2)c’ < —¢’. Then —(1/2)c’ € —C and s —C € K. On the contrary, if ' € KT, every
¢’ € C'is also € @ 7. Then every element of —C is negative and —C¢ KT
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7.11.

T12:

7.13.

7.14.

7.15.

7.16.

7.17.

7.18.

7.19.

7.20.

Prove: For any two cuts €, C; € K, we have C) < C» if and only if &) < (.

Suppose € € Ci. Choose a’ € CoN €1’ and then choose &« €y such that & > a’. Since —b < —a’, it
follows that —& € — . Now —(C is a cuf: hence, there exists an element ¢ € —C; such that ¢ = —#&. Then
b+e=0and b+ce Cy+{—C1)=C,— Cy sothat Cy — C, € K. Thus C; — C; = C(0) and C; < Cs.

For the converse, suppose C; < Cy. Then Cy — Cy > C(0) and C; — €, € K+. Choose d € @™ such that
dc Cy— Cyand write d = 5+ a where & € Ch and a € —Cy. Then —4 < a since d > (; also, since a € —C',
we may choose an o’ € Cp"such that a < —a’. Now —b < —a’; then o’ < b sothat ¢ Cy and, thus, Cy £C;.
Next, consider any x € ;. Then x < & so that x € C; and, hence, C; © Cs.

Prove: If 4, B € R with 4 < B, there exists a rational number C(y) such that 4 < C{r) < B.

Since A < B, there exist rational numbers r and s with s < r such that r,s € B but not in 4. Then
A = Cs) = C{r) < B, as required.

Prove: If 4, B ¢ R™, there exists a positive integer (’(x) such that C{xn) - 4 > B.

Since this is trivial for 4 = B, suppose 4 < B. Let r, s be positive rational numbers such that r € 4 and
s € B’;then C{r) < 4 and C{s) > B. By the Archimedean Property of @, there exists a posifive integer » such
that nr > s, i.e., C(n)- C{r) > C{s). Then

Cm)-A>Cm-Clr) > Cls) > B
as required.

Prove: If & is a non-empty subset of K and if § has an upper bound (in X)), it has an
lub. in K.

Let §={C1,C;,Cs, ...} be the subset and C be an upper bound. The umion C,UC; UC;U--- of
the cuts of S is itself a cut € K; also, since C, C U, G, C U, C3C U, ..., U is an upper bound of &.
But ¢, CC,C, CC,C; € C, ...;hence, U € C and U is the Lu.b. of §.

Supplementary Problems

{az) Define C(3) and C(—7). Prove that each is a cut.

() Define C’(3) and C'(—7).

{¢) Locate —10, —5,0,1,4 as € or ¢ each of C(3), C(—7), C'(3), C'{—T).
{d) Find 5 rational numbers in C(3) but not in C{-7).

Prove: C(r) € C{s) if and only if r < 5.

Prove: If 4 and B are cuts, then 4 € B implies 4 # B.

Prove: Theorem II, Section 7.1.

Prove: If Cisacutand re QF, then C= D ={a+r:aec C}.

Prove: Theorem IV, Section 7.2.
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7.21.

7.22.,

7.23.

7.24.

7.25.

7.26.

7.27.

7.28.

7.29.
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Let r € @ but notin C € K. Prove C =< C{r).

Prove:

(@ CO+A5=C( () G+ C) =0
& CQ-CcB=cdy (d) C@)-Cl)=C)
Prove:
(@ IfCekK™, then —C ek .
() I Cek , then —Cekt.
Prove: —(—-C)=C.

Prove:

(o) If Cy,Cy € K, then C1 + C; and |Cy] - |Cy| are cuts.
() If C; # C(0), then |Cy|7!is a cut.

(&) (C™H = forall C = C().

Prove:
(@ IfCekK , thenClekt.
() fCek, then C 1 K.

Prove: If r, 5 € @ with r < s, there exists an irrational number « such that r < @ < s.

; ; s—F
Hint. Considera =r+———.

V2

Prove: If 4 and B are real numbers with 4 < B, there exists an irrational number o such that 4 < ¢ < B.

Hint. Use Problem 7.12 to prove: If 4 and B are real numbers with A4 < B, there exists rational
numbers ¢ and r such that 4 < C{f) < C{r) < B.

Prove: Theorem V, Section 7.8.



CHAPTER 8

The Complex Numbers

INTRODUCTION

The svstem C of complex numbers is the number system of ordinary algebra. It is the smallest set
in which, for example, the equation x> = a can be solved when « is any element of R. In our development
of the set C, we begin with the product set R x R. The binary relation *“="" requires

(a.b) =(c.d) if and only if =t and b=d

Now each of the resulting equivalence classes contains but a single element. Hence, we shall denote a
class (a, b) rather than as [a, b] and so, hereafter, denote R x R by C.

8.1 ADDITION AND MULTIPLICATION ON C
Addition and multiplication on C are defined respectively by

() (a.b)+(c.d)=(a+c,b+d)
(7)) (a,b)-(c,d) = (ac — bd,ad + bc)

for all (@, b),(c.d) € C.

The calculations necessary to show that these operations obey A; — Ay, My — My, Dy — D, of
Chapter 7, when restated in terms of C, are routine and will be left to the reader. It is easy to verify that
(0, 0) is the identity element for addition and (1, 0) is the identity element for multiplication; also, that
the additive inverse of (a,b) is —(a, b) = (—a, — b) and the multiplicative inverse of (a,b) £ (0,0) is
(a.b)~! = (a/a’ + b*, —b/a® + b?). Hence, the set of complex numbers have the properties As — Ag and
Ms — Mg of Chapter 7, restated in terms of C.

We shall show in the next section that R < €, and one might expect then that € has all of the basic
properties of R. But this is false since it is not possible to extend (redefine) the order relation “ <’ of R to
include all elements of C. See Problem 8.1.

8.2 PROPERTIES OF COMPLEX NUMBERS

The real numbers are a proper subset of the complex numbers C. For, if in (7) and (i) we take b = d = 0),
we see that the first components combine exactly as do the real numbers a and ¢. Thus, the mapping
a <— (a,0) 15 an isomorphism of R onto a certain subset {{(a. ) : a ¢ R,b = 0} of C.

89

Copyright © 2004 1965 by McGraw-Hill Companies, Inc. Click here for terms of use.



90 THE COMPLEX NUMBERS [CHAP. 8

DEFINITION 8.1: The elements (¢,b) € C in which & £ 0, are called imaginary numbers and those
imaginary numbers (a, #) in which ¢ = 0 are called pure imaginary numbers.

DEFINITION 8.2: For each complex number z = (a, b), we define the complex number z = (g, b) =
{a, — b) to be the conjugate of z.

Clearly, every real number is its own conjugate while the conjugate of each pure imaginary is its
negative.
There follow easily

Theorem 1. 'The sum (product) of any complex number and its conjugate is a real number.

Theorem II. 'The square of every pure imaginary number is a negative real number.
See also Problem 8.2.

The special role of the complex number (1,0) suggests an investigation of another, (0, 1). We find

(x, -0, 1) =(—p, %) for every (x,y)eC
and in particular,
(2:0)-(0.1) = (0, 1)- (».0) = (0, »)
Moreover, (0,1)* = (0,1)-(0,1) = (—1,0)«— — 1 in the mapping above so that (0, 1) is a solution

of 22 =—1.
Defining (0, 1) as the pure imaginary unit and denoting it by 7, we have

i2=—1
and, for every (x,y) € C,
(x:y) = (X,O) i (0>y) = (X,O) +(y: O) ' (0: 1) = X+yl

In this familiar notation, x is called the real part and y is called the imaginary pari of the complex
number. We summarize:

the negative of z=x+piils —z=—(x+pi)=—x—pi

the conjugate of z=x+yilsz=x+pi=x— W

foreach z=x+yi,zZ=x+p'cR

foreach z#04+0-i=0,z!'=—-=—"_

8.3 SUBTRACTION AND DIVISION ON C

Subtraction and division on C are defined by

(i) z—w=z+(—w), forallzwe C
(iv) z+-w=z-w!, forallw#0,z¢C
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8.4 TRIGONOMETRIC REPRESENTATION

The representation of a complex number z by (x, ») and by x + pi suggests the mapping (isomorphism)
X4 pi — (x,)

of the set C of all complex numbers onto the points (x, y) of the real plane. We may therefore speak of
the point P(x, y) or of P(x + yi) as best suits our purpose at the moment. The use of a single coordinate,
surprisingly, often simplifies many otherwise tedious computations. One example will be discussed
below; another will be outlined briefly in Problem 8.20.

Consider in Fig. 8-1 the point P(x + pi) # 0 whose distance r from O is given by r = /x2 + 32,

¥
'y

y P(x+yh

Fig. 8-1
If 4 is the positive angle which QP makes with the positive x-axis, we have
X = rcos 0, p=rsind
whence z = x + yi = ¥ (cos 8 + i sin 6).
DEFINITION 8.3: The quantity r (cos 6 + i sin 6) is called the trigonometric form ( polar form) of z.

DEFINITION 8.4: The non-negative real number

Felzl =~z 2 =/x2+ )2

is called the modulus (absolute value) of z, and 6 is called the angle (amplitude or argument) of z.

Now @ satisfies x = rcos &, y — ¢ sin 6, tan ¢ = p/x and any two of these determine 6 up to an
additive multiple of 2. Usually we shall choose as ¢ the smallest positive angle. (Nofe: When P is at O,
we have » = 00 and 6 arbitrary.)

EXAMPLE 1. Express (a) 1 +1, () —/3 +iin trigonometric form.

{1) We have r=+/T+1=+2. Since tan # = 1 and cos § = 1/+/2, we take # to be the first quadrant angle
45° = m/4. Thus, 1 4 i = +/2(cos m/4+ i sin 7/4).

() Herer=+/3+1=2 tan # = —1/+/3 and cos # = —1 /3. Taking 0 to be the second quadrant angle 57/,
we have

—3+1i=2(cos 57/6+ i sin 57/6)
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It follows that two complex numbers are equal if and only if their absolute values are equal and their
angles differ by an integral multiple of 2z, i.e., are congruent modulo 2x.
In Problems 8.3 and 8.4, we prove

Theorem HI. The absolute value of the product of two complex numbers is the product of their
absolute values, and the angle of the product is the sum of their angles;

and

Theorem IV. The absolute value of the quotient of two complex numbers is the quotient of their
absolute values, and the angle of the quotient is the angle of the numerator minus the angle of the
denominator.

EXAMPLE 2.
(o) When
z1 = 2{cos i +isin ix)
and z; = 4eos x4 isin Ix),
we have

7 -2y = 2(cos 2 +1 sin ) - 4(cos I + i sin 3n)
= 8{cosw + i sinm) = —8

z2/21 = 4{cos %rr —+1{sin f—lzr) =+ 2{cos %rr + i sin %n)
=2(cos I +1 sin br) =2i

71/z3 = {cos () + i sin{—3m) = S(cos 3m/2 4 i sin 37/2) = L
(6) When z = 2cos L + i sin {7),
22 =z-z=4(cos m/3+isin 7/3) = 21 + iv/3)

3 _

and 2=z z=8(cos I+ isin im) =8

As a consequence of Theorem IV, we have

Theorem V. 1If n is a positive integer,

[#(cosB + i sin&)]" = r"(cos ub + i sin ud)

8.5 ROOTS

The equation
7" = A = plcos¢ + i sin¢h)

where # is a positive integer and A is any complex number, will now be shown to have exactly n roots.
If z = r(cos @4 i sin @) is one of these, we have by Theorem V,

#(cosnl + i sinuf) = p(cos g + 1 sin ¢)
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Then t=0p and nd = ¢+ 2k (k. an integer)

so that r=p'™ and 8 =¢/n+ 2kn/n

The number of distinct roots are the number of non-coterminal angles of the set {¢/n + 2kn/n}. For
any positive integer £ = ng +m, 0 <= m < n, it is clear that ¢/n + 2kx/n and ¢/n + 2Zmn/n are coterminal.
Thus, there are exactly # distinct roots, given by

P Mcos(gp/n + 2km/n) + i sin(p/n + 2km/m)], k=0,1,2,3,...,n—1

These # roots are coordinates of # equispaced points on the circle, centered at the origin, of radius

Al If then z = /| A|(cos 6 + 7 sin &) is any one of the nth roots of A4, the remaining roots may
be obtained by successively increasing the angle # by 2z/r and reducing modulo 27 whenever the angle
is greater than 2.

EXAMPLE 3.
(@) Oneroof of z' =1isr =1 = cos 0 + isin 0. Increasing the angle successively by 27/4 = n/2, we find r, =

costm+isinln, ry =cosm +isin 7, and rq = cos 7 + i sin 37 Note that had we begun with another root, say

—1=cos + ¢ sin 7, we would obtain cos 3z + i sin 37, cos 2 + isin 2w = cos 0+ sin 0, and cos i + isin L.

These are, of course, the roots obtained above in a different order.
() One of the roots of z5 = —4+/3 — 4i = &(cos Tn/6 ~ i sin 7x/6) is

r1 = +/2(cos Tn/36 4 sin Tm/36)

Increasing the angle successively by 2m/6, we have
ry = +/2(cos 197/36 + i sin 197/36)

ry = +/2{cos 31m/36 + i sin 317/36)

ry = +/2{cos 437/36 + i sin 437/36)

rs = +/2(cos 55m/36 + i sin 357/36)

re = +/2(cos 67m/36 + i sin 677/36)

As a consequence of Theorem V, we have

Theorem VI, The n nth roots of unity are

p=cos2x/n+isin 2n/n, B B e B =1

8.6 PRIMITIVE ROOTS OF UNITY
DEFINITION 8.5: An nth root z of 1 is called primitive if and only if 27 #£ 1 when 0 < m < n.

Using the results of Problem 8.5, it is easy to show that p and p° are primitive sixth roots of 1, while
22, p°, p*, p® are not. This illustrates

Theorem VII. let p—=cos 2n/u+isin 2x/n If (m,n) =d > 1, then p" is an u/dth root of 1.
For a proof, see Problem &.6.

There follows

Corollary. The primitive #th roots of 1 are those and only those nth roots p, p°, p°, ..., ¢ of 1 whose
exponents are relatively prime to .
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EXAMPLE 4. The primitive 12th roots of 1 are

p=cos m/6+isinm/6=1+3+1i

p* =cos 5m/6+isin Sm/6 = —1/341i
p’ =cos Tw/6+isin Tm/6 = —143—1i
et =cos 117/6 + isin 11w/6 =14/3 —1i

Solved Problems

8.1. Express in the form x + yi:

(@ 3-2/-1

B 3+—4

{e) 51

(@3+M
§—i

@ 775

o 7

(@) 3-2/—-1=3-2i
(B 3+ —4=3+2

(&) 5=540-i
1 3 4i 3-4i 3 4

) s
344 (3+40(3-4) 25 25 25
5—i (5-d2+3) 13+13i

§y oot Sdedd LAIR L
23 23002+ 30) 13

(f) P=i-i=—i=0—i

8.2. Prove: The mapping z <» Z, z € € is an isomorphism of C onto C.

We are to show that addition and multiplication are preserved under the mapping. This follows since for
zi=x+nhz2=x+wicC,

z1 45 = (X1 310 + (0 + b)) = (X1 + x2) + 1+ )i
=x1+x)—1+mi=x -+ -—wm)==1+n

Iy 23 = (X1xy — Y1va) + Xy + x0¥)i = (X1xg — i) — iy +ay i

and
=@ —yD-xa—m)=7 -5

8.3. Prove: The absolute value of the proeduct of two complex numbers is the product of their absolute
values, and the angle of the product is the sum of their angles.

Let z; = r{cos B, + i sin A1) and z; = ry{cos By + i sin #). Then

zy -z = rirp[{cos By -cosfy — sinf -sinf;) + isinfy - cosfy + siné - cost)]
= ."'1."'2[005 (91 + 92) + i sin (91 + 92)]
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8.4. Prove: The absolute value of the quotient of two complex numbers is the quotient of their absolute
values, and the angle of the quotient is the angle of the numerator minus the angle of the
denominator.

For the complex numbers z; and z; of Problem 8.3,

z;  rfcosf +ising) ri{cosf) +isind Ncost — i sinfy)
zp rp(cosfy +isinf) ro(cosfy + 7 sinfh)(cosy — i sinfy)

- [(cosPicosfly + siné sin ) + {sin Aicosfy — sin fy cos #1)]
Lyl

— N lcos(B, — 67) + i sin(8;, — )]
ry

8.5. Find the 6 sixth roots of 1 and show that they include both the square roots and the cube roots of 1.

The sixth roots of 1 are

p=cosm/3+isinm/3 =1+1./3i pt=cosdm/3 +isindn/3=-1-13i
pr=cos2m/3+isin2n/3=—1+13i p* =cosSm/3+isin5m/3 =113
pl=cosmwt+isinm=—1 pe=cos2x +isin2r =1
Of these, p? = —1 and p® = 1 are square roots of 1 while p? = —1+14/3i, p* = —-1-1/37, and p° =1

are cube roots of 1.
8.6. Prove: Let p =cos 2n/n—+1i sin 2x/n. If (m,n) = d > 1, then p™ is an n/d th root of 1.

Let m=myd and n = n,d. Since

p"™ = cos2mm/n+ i sin2mna/n
= cos 2mym/ny + isin2mywing

and {(p"™)" =cos2Zmim+isinZmm =1,

it follows that p™ is an »; = n/dth root of 1.

Supplementary Problems

8.7. Express each of the following in the form x + vi:

@ 2475 @ iy @7

_ _ 243 o
B GHEE-WTD () )
© @HH-G-WTH @ 2w W
@ (+4)-@— 50 W

Ans. (D2 /5 ()7 50 (1435 (3244, (e)2/13 4 3i/13, (f)4/29 + 19i/29,
() 4/13 —19i/13, (B 1+0-i, D0+i () —-14+0-i, F14+0-i

8.8. Write the conjugate of each of the following: (a) 2+ 3i, (&) 2—3i, (o) 5, (d 20
Ans. (@2—3i, () 2+3i, (@5, (d -2

8.9. Prove: The conjugate of the conjugate of z is z itself.
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8.10. Prove: Foreveryz £0eC, {z7 1) = @™

8.11. Locate all points whose coordinates have the form {a) {a + 0- 1), (&) {0+ bi), where o, € R. Show that any
point z and its conjugate are located symmetrically with respect to the x-axis.

8.12. Express each of the following in trigonometric form:

(@ 5 (d) —3i (g) —3+3i
() 4—4i (&) —6 ) —1/014+D
(&) —1-+3i (f) ~V2+2 iy 1/
Ans.
(o) S5cis 0 (d) 3cis3n/2 {g) 2+/3cis 51/6
() 442 cis Tn/4 {e) 6Gcisw (272 cis 37/4
{¢) 2cis 4m/3 {f) 2cisn/4 (i) cis 37/2

where cis 0 = cos @+ i sin 4.

8.13. Express each of the following in the form a + &i:

{¢) 5 cis 60° {e) (2 cis 25%) - (3 cis 335%)

{b) 2 cis 90° (/) (10 cis 100°) - (cis 1407)

{c) cis 150° (g) (6 cis 170%) =+ (3 cis 507)

{) 2 cis210° (h) (4 cis 20) + (8 cis 807)

Ans.

(@) 5/2+54/3i/2 () —/3—i () —1++/3i
(&) 2i (&) 6 () 3—33i
© I3+l (f) 553

8.14. Find the cube roots of: {a) 1, (B) 8, (&) 27, (d) —8&i, (&) —4/3 — 4i.

Ans. (@) —L1313i 1 () —1£+/30 2 (0) £34/3/2+3/2i, —3i; (d) 21, =3 — i,
(e) 2 cis Tm/18, 2 cis 197/18, 2 cis 317/18

8.15. Find (o) the primitive fifth roots of 1, (&) the primitive eighth roots of 1.
8.16. Prove: The sum of the »n distinct #th roots of 1 is zero.
8.17. Use Fig. 8-2 to prove:

(@) |z1 + 2| < |21 + |z

(B) |z1— 22| = 21| — |zl

8.18. If ris any cube root of a € €, then r, wr, w’r, whete w = —$ +1/3/ and o’ are the imaginary cube roots of 1,
are the three cube roots of a.
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¥
[y
5 zy+zy
2] %3
2
7 -
Fig. 8-2
Ay
Aylz)
A(z))
X
0 /
K
Ay(z5)
Fig. 8-3
8.19. Describe geometrically the mappings
{a) z—>7Z by z—>zi (&) z—>=

8.20. In the real plane let K be the circle with center at 0 and radins 1 and let A4;4;45, where
Afx,v)) = Adz) = Ai{x; + D), j=1,2,3, be an arbitrary inscribed triangle (see Fig. 8-3). Denote by
P(z) = P{x + yi) an arbitrary {variable) point in the plane.

{z) Show that the equation of Kis z-z = 1.

(b) Show that P{x,,y,), where x, = ax; + bxg/a+ b and y, = ay; +byg/a+ b, divides the line segment
A; Ay in the ratio & : a. Then, since 4;, 4 and P, (azf + bzpja+ b) lie on the line A4;4g, verify that its
equation is z 4 z;2:Z = z; + zx.

{¢) Verify: The equation of any line parallel to 4.4z has the form z + z;zZ = n by showing that the
midpoints B; and By of 4;4; and 4,4, lie on the line z + zz,Z = %{zi +2z; +zx +Zizpzp).

{d) Verify: The equation of any line perpendicular of 4,4, has the form z — z;2;7 = 1t by showing that 0
and the midpoint of 4,4, lie on the line z — z;2,Z = 0.

(e) Use z=z; in z —z;z;Z = 1t to obtain the equation z — z;z;7 = z; — Z;z;z; of the altitude of 44,44
through 4;. Then eliminate Z between the equations of any two altitudes to obtain their common point
H{z + z; + z3). Show that H also lies on the third altimde.



CHAPTER 9

Groups

INTRODUCTION

In this chapter, we will be abstracting from algebra the properties that are needed to solve a linear
equation in one variable. The mathematical structure that possesses these properties is called a group.
Once a group is defined we will consider several examples of groups and the idea of subgroups. Simple
properties of groups and relations that exist between two groups will be discussed.

9.1 GROUPS

DEFINITION 9.1: A non-empty set & on which a binary operation o is defined is said to form a group
with respect to this operation provided, for arbitrary a, b, ¢ € G, the following properties hold:

P {(@eb)oc=ac(boc)
{Associative Law)
P;: There exists u € Gsuch that acu—=noca—aforallac G
(Existence of Identity Element)
P;: Foreach a € G there exists @' e Gsuch that aca'=a'va=n
(Existence of Inverses)

Note 1. The reader must not be confused by the use in P; of a~! to denote the inverse of @ under
the operation o. The notation is merely borrowed from that previously used in connection with
multiplication. Whenever the group operation is addition, a~! is to be interpreted as the additive inverse
—a.

Note 2. The preceding chapters contain many examples of groups for most of which the group
operation is commutative. We therefore call attention here to the fact that the commutative law 18 not
one of the requisite properties listed above. A group is called abelian or non-abelian accordingly as the
group operation is or is not commutative. For the present, however, we shall not make this distinction.

EXAMPLE 1.

{a) The set Z of all integers forms a group with respect to addition; the identity element is 0 and the inverse of a € Z
is —a. Thus, we may hereafter speak of the additive group Z. On the other hand, Z is not a multiplicative group
since, for example, neither 0 nor 2 has a multiplicative inverse.

(6) The set 4 of Example 13(d), Chapter 2, forms a group with respect to o. The identity element is a. Find the
inverse of each element.

98
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{¢) Theset 4=1{-3, —2 —1,0,1,2,3} is not a group with respect to addition on Z althongh 0 is the identity
element, each element of 4 has an inverse, and addition is associative. The reason is, of course, thaf addition is
not a binary operation on 4, that is, the set 4 is not closed with respect to addition.

() The set A ={w = —14+14/3i, n = — 1 —14/3i, w3 = 1} of the cube roots of 1 forms a group with respect to
multiplication on the set of complex numbers € since {7) the product of any two elements of the set is an element
of the set, (¢7) the associative law holds in € and, hence, in 4, {iii) e is the identity element, and {iv) the inverses
of wy, wn, w3 are ws, wy, w3, respectively.

Table 9-1

W) w2 a3

w | Wy w3 0n

wy | w3 W] wn
w3 | W Wy a3

This is also evident from (i) and the above operation table.

{¢) Theset A ={1, —1,{, — i} with respect to multiplication on the set of complex numbers forms a group. This set
is closed under multiplication, inherits the associative operation from C, contains the multiplicative identity 1,
and each element has an inverse in 4.

See also Problems 9.1-9.2.

9.2 SIMPLE PROPERTIES OF GROUPS

The uniqueness of the identity element and of the inverses of the elements of a group were established in
Theorems III and IV, Chapter 2, Section 2.7. There follow readily

Theorem I. (Cancellation Law) Ifa,b,ce G, thenaob =aoe, (also, boa = coa), implies b = ¢.
For a proof, see Problem 9.3.

Theorem II. For a,b € G, each of the equations @ o x = b and y o @ = b has a unique solution.
For a proof, see Problem 9.4.

Theorem III. For every a € G, the inverse of the inverse of a is @, ie.. ()™ =a

Theorem IV. Forevery a,bc G, (aoh)” =bloa™".

Theorem V. Forevery a,b,....p.qc G (acho-.opog) ' =¢loplo--obloal.

For any a € G and m € Z*, we deline

a” =agogogo---ca tomfactors

@ = u, the identity element of &

a = (a”)m —a'loa'loalo . oal to m factors

Once again the notation has been borrowed from that used when multiplication is the operation.
Whenever the operation is addition, a” when # > 0 is to be interpreted aspa =a+a+a+---+aton
terms, @ as u, and a™” as n(—a) = —a + (—a) +(—a) +- - - +(—a) to n terms. Note that na is also
shorthand and is not to be considered as the product of n € Z and a € G.

In Problem 9.5 we prove the first part of

Theorem VI, For any a € G, (i) a™ o a” — & and (i) (a™)' — o™, where m,n € Z.

DEFINITION 9.2: By the order of a group G is meant the number of elements in the set G.
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The additive group Z of Example 1(a) is of infinite order; the groups of Example 1(5), 1(d), and 1(e)
are finite groups of order 3, 3, and 4, respectively.

DEFINITION 9.3: By the order of an element a € G is meant the least positive integer #, if one exists,
for which @” = u, the identity element of &.
DEFINITION 9.4:  If @ #£ 0 is an element of the additive group Z, then xna Z£ 0 for all # > 0 and a is

defined to be of infinite order.

The element w; of Example 1(d) is of order 3 since ey and w:” are different from 1 while & = 1, the
identity element. The element —1 of Example 1(¢) is of order 2 since (—1)> = 1 while the order of the
element 7 is 4 since i> = —1, i° = —i, and i* = 1.

9.3 SUBGROUPS

DEFINITION 9.5: Let ¢ = {a, b, c, ...} be a group with respect te o. Any non-empty subset ¢’ of ¢ is
called a subgroup of G if G is itself a group with respect to c.

Clearly G" — {u}, where u is the identity element of ¢, and G itself are subgroups of any group G.
They will be called improper subgroups; other subgroups of &, if any, will be called proper. We note in
passing that every subgroup of ¢ contains u as its identity element.

EXAMPLE 2.
{a) A proper subgroup of the multiplicative group ¢ = {1, — 1,i, —i}is & = {1, — 1}. {Are there others?)

onsider the multiplicative group G = {p, 6>, 2°, o', 0°, £ = 1} of the sixth roots of nnity (see Problem 8.5,
b) Consider the multiplicative group G — {p, &2, %, g, 5%, p° = 1} of the sixth £ unity (see Problem 8.5
Chapter 8). It has G’ = {¢°, %} and " = {%, ¢, %) as proper subgronps.

The next two theorems are useful in determining whether a subset of a group ¢ with group operation
o is a subgroup.

Theorem VII. A non-empty subset ¢’ of a group G is a subgroup of G if and only if (7) G’ is closed with

respect to o, (#{) ¢’ contains the inverse of each of its elements.

Theorem VIIL A non-empty subset G’ of a group G is a subgroup of G if and only if for all @, b € ¢,

alobeg . For a proof, see Problem 9.6.
There follow

Theorem IX. Let a be an element of a group G. The set G' — {a” : n € Z} of all integral powers of ¢ is a
subgroup of ¢.
Theorem X. 1f §is any set of subgroups of ¢, the intersection of these subgroups is also a subgroup of ¢.

For a proof, see Problem 9.7.

9.4 CYCLIC GROUPS

DEFINITION 9.6: A group ¢ is called cycfic if, for some a € G, every x € ¢ 1s of the form a™, where
m € Z. The element «a is then called a generator of G.

Clearly, every cyclic group is abelian.

EXAMPLE 3.
{a) The additive group Z is cyclic with generator a = 1 since, for every m € Z, a™ = ma = m.

() The multiplicative group of fifth roots of 1 is cyclic. Unlike the group of {a) which has only 1 and —1 as
generators, this group may be generated by any of its elements except 1.
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{c) The group & of Example 2(#) is cyclic. Its generators are p and p°.

{d) Thegroup Zg = {0.1,2,3,4,5,6, 7} under congruence modulo 8 addition is cyclic. This group may be generated
by 1,3,5 or 7.

Examples 3(b), 3(¢), and 3(d) illustrate

Theorem XI. Any element ¢’ of a finite cyclic group G of order » is a generator of G if and only if
(1) =1.

In Problem 9.8, we prove

Theorem XII. FEverv subgroup of a cvclic group is itself a cyclic group.

9.5 PERMUTATION GROUPS

The set S, of the #! permutations of # symbols was considered in Chapter 2. A review of this material
shows that S, is a group with respect to the permutations operations o. Since o is not commutative, this
is our first example of a non-abelian group.

It is customary to call the group S, the symumnetric group of n symbols and to call any subgroup of S,
a permuitation group on u symbols.

EXAMPLE 4.

(@ Sy =4(1), (12),(13),(14), (23), (24), 34), & = (123), a® = (132), f = (124), B* = (142), ¥ = (134), y* = (143),
§ = (234),8% = (243), p = (1234), o* = (13)(24), & = (1432), 0 = (1234), 0* = {14)(23),0° = (1342), 7 = (1324),
2 = (12)(34), © = (1423)}.

(/) The subgroups of Sy: () {(1),(12)}, (i) {(1), e, a?), (i) {(1),(12),(34),(12)(34)}, and (i) 44 = {(1),x,a?,
B.8% v, 78,8, pt o, r°) are examples of permutation groups of 4 symbols. {4, consists of all even
permutations in Sy and is known as the alternating group on 4 symbols.) Which of the above subgroups are
cyclic? which abelian? List other subgroups of Sy.

See Problems 9.9 9.10.

9.6 HOMOMORPHISMS

DEFINITION 9.7: Let G, with operation o, and ¢’ with operation [], be two groups. By a
homomorphism of G into G is meant a mapping

9:G— ¢ such that d(g) — ¢’

and

(i) every g ¢ ¢ has a unique image ¢’ € ¢’
({f) if Ha) =« and 8(b)y = b’, then O(a o b) = H)IXHD) = «TIH’

if, in addition, the mapping satisfies

(iiiy every g € G’ is an image
we have a homomeorphism of ¢ onfo ¢ and we then call ¢’ a homomorphic image of .
EXAMPLE 5.

{z) Consider the mapping » — " of the additive group Z onte the multiplicative group of the fourth roots of 1.
This is a homomorphism since

mn— iR = gt

and the group operations are preserved.
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1 o

{#) Consider the cyclic group G = {a,a,a,...,a"* =u} and its subgroup G’ = {a*, a*,a%, ..., a'?). It follows readily

that the mapping

H 2n

a —

is a homomorphism of G onto G” while the mapping

is 2 homomorphism of &’ into G.

(¢) The mapping x — x°

(e yF o B4

of the additive group R inte itself is not a homomorphism since x—+y —

See Problem 9.11.
In Problem 9.12 we prove

Theorem XIII. In any homomorphism between two groups ¢ and ¢, their identity elements
correspond; and if x ¢ ¢ and x’ ¢ ¢’ correspond, so also do their inverses.

There follows

Theorem XIV. The homomorphic image of any cyclic group is cyclic.

9.7 ISOMORFPHISMS
DEFINITION 9.8: If the mapping in Definition 9.6 is one to one, i.e.,

J

g Z

such that (Zii) is satisfied, we say that ¢ and G’ are isomorphic and call the mapping an isomorphism.

EXAMPLE 6. Show that G, the additive group Zy, is isomorphic to G’, the multiplicative group of the non-zero
elements of Zs.

Consider the operation tables

Table 9-2 Table 9-3
g g
+/0 1 2 3 # L 2 4 2
0|0 1 2 3 1y1r 3 4 2
11 2 30 313 4 2 1
212 3 01 414 2 1 3
31301 2 2121 3 4
in which, for convenience, [0],[1], ... have been replaced by 0, 1,... . Tt follows readily that the mapping

GG 011322432

is an isomorphism. For example, 1 =2+ 3 — 4-2 = 3, etc.
Rewrite the operation table for ¢’ to show that

GG :0—>1,1+22->43>3

is another isomorphism of G onto ¢’. Can vou find still another?
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In Problem 9.13 we prove the first part of
Theorem XV.

(@) Every cyclic group of infinite order is isomorphic to the additive group Z.
() Every cyclic group of finite order # is isomorphic to the additive group Z,.

The most remarkable result of this section is

Theorem XVI (Cayley). Every finite group of order # is isomorphic te a permutation group on #
symbols.

Since the proof, given in Problem 9.14, consists in showing how to construct an effective
permutation group, the reader may wish to examine first

EXAMPLE 7.
Table 94

Olg & & & & &

£1 18 £ & E4 & L
g2 18 &1 &5 E6 &3 &£
g3 | 83 H6 &1 &5 H4 £2
f4 |84 E5 S5 &1 &£ &3
g5 | &5 Ha £2 E3 H6 £
86 | 86 £3 £4 &2 81 £5

Consider the above operation table for the group G = {g1, g2, £3, &4, &5, &5} With group operation .

The elements of any column of the table, say the fifth: g.(gs = g5, g:[1gs = g3, g31gs = g4. g4l gs = g2,
gslgs = gs, gl 1gs = g are the elements of the row labels {i.e., the elements of G) rearranged. This permntation will
be indicated by

(31 g g g4 g5 g

) = (156)(234)
g5 g3 84 &2 & &1

= Ds

It follows readily that & is isomorphic to P = {p1,p1,p3,p4,p5,0s) Where p1 = (1), p = (12)(36)(45),
p3 = (13)25)(46), py = (1D(26)35), ps = (156)234), ps = {165)(243) under the mapping

gop (i=1,23,...,6)

9.8 COSETS

DEFINITION 9.9: Let ¢ be a finite group with group operation o, H be a subgroup of G, and a be an
arbitrary element of ¢. We define as the right coset Ha of H in G, generated by a, the subset of ¢

Ha={hoa:hec H}
and as the left coser aH of H in G, generated by a, the subset of &
aH ={aoh he H}

EXAMPLE 8. The subgroup H = {{1),{12),(34),(12)(34)} and the element a = {1432) of S; generate the right coset

Ha = {(1)0(1432),{12) 0 (1432), (34) 0 (1432), {12)(34) o (1432)}
= {(1432),(143),(132),(13))
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and the left coset

aH = {{1432) o (1), (1432) 0 (12), (1432) o (34), (1432) o (12)(34)}
= {(1432), (243), (142), (24)}

In investigating the properties of cosets, we shall usually limit our attention to right cosets and leave
for the reader the formulation of the corresponding properties of left cosets. First, note that @ € Ha since
u, the identity element of G, is also the identity element of H. If H contains m elements, so also does Ha,
for Ha contains at most s elements and 4y o @ = ly o a for any i, iy € H implies iy = ky. Finally, if C,
denotes the set of all distinct right cosets of H in G, then H € C, since Ha = H when a € H.

Consider now two right cosets Ha and Hb, a # b, of H in §. Suppose that ¢ is a common element
of these cosets so that for some #1,h; € H we have c=hoa=hyob. Then a=h 'o (hy0b) =
(" o hy) o b and, since by ' o iy € H (Theorem VIII), it follows that a ¢ Hb and Ha = Hb. Thus, C,
consists of mutually disjoint right cosets of & and so is a partition of §. We shall call C, a decomposiiion
of ¢ into right cosets with respect to H.

EXAMPLE 9.

(o) Take G as the additive group of integers and H as the subgroup of all integers divisible by 5. The decomposition
of G into right cosets with respect to H consists of five residue classes modulo 5, ie., H = {x:5|x},
Hl={x:5/(x—1)}, H2={x:5|(x = 2)}, H3={x:5|(x — 3)}, and H4 = {x : 5|/(x — 4)}. There is no distinc-
tion here between right and left cosets since G is an abelian group.

() Let G = S§;and H = 44, the subgroup of all even permutations of S4. Then there are only two right (left) cosets
of G generated by H, namely, 44 and the subset of odd permutations of S4. Here again there is no distinction
between right and left cosets but note that Sy is not abelian.

() Let G= S84 and H be the octic group of Problem 9.9. The distinct left cosets generated by H are

H = {(1),(1234), (13)(24), (1432), (12)(34), (14)(23),{13), (24)}
(12)H = {12),(234),{1324), (143), (34), (1423),(132), (124)}
(23)H = {(23),(134), (1243),(142), (1342),(14),(123), (243)}

and the distinct right cosets are

H = {(1),{1234), (13)24),{1432), {1 2)(34), {14)23),{13), 2}
H{12) = {(12),{134),(1423),{243), (34), (1324),{123), (142)}
H{23) = {(23),{124),(1342),{143),(1243),{14),{132), (234)}
Thus, ¢ = HU H{12) U H23) = HU{12)H U {23)H. Here, the decomposition of & obtained by using the right
and left cosets of H are distinct.

Let ¢ be a finite group of order n and H be a subgroup of order m of G. The number of distinct right
cosets of H in ¢ (called the index of H in ) is » where n = mr; hence,

Theorem XVI (Lagrange). The order of each subgroup of a finite group ¢ is a divisor of the order of &.
As consequences, we have

Theorem XVIII. 1If G is a finite group of order », then the order of any element a € G (1.e., the order of
the cyclic subgroup generated by «) is a divisor if #;

and

Theorem XIX. Every group of prime order is cyclic.
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9.9 INVARIANT SUBGROUPS

DEFINITION 9.10: A subgroup H of a group G is called an invariant subgroup (normal subgroup
or normal divisor) of G if gl = Hg for every g € G.

Since g~! € G whenever g € G, we may write
(i) g 'Hg=H forevery g ¢
Now (i) requires
(ij) forany gcGandany hc H, theng 'chogec H
and
(iJ) for any g ¢ G and each 4 € H, there exists some k ¢ Hsuchthat g ' okog=horkog=goh.

We shall show that (i) implies (i{). Consider any # € H. By (i;), (g 'ohogl =gohog ! =
k € H since g=' € G; then g~ c ko g = & as required.
We have proved

Theorerm XX. 1If H is a subgroup of a groupGandifg ' choge Hlorallg € Gandallh € H, then H
is an invariant subgroup of G.

EXAMPLE 10.

{a) Every subgroup of A of an abelian group G is an invariant subgroup of Gsince goh=ho g, for any ¢ € G and
every he H.

() Every group & has at least two invariant subgroups {u}, since nog = g ou for every g € G, and & itself, since
for any g,h € G we have

goh=goho(g'og)=(gohog Nog=kogandk=gohoglecg

() If H is a subgroup of index 2 of G [see Example 9(5)] the cosets generated by H consist of H and ¢ — H.

Hence, H is an invariant subgroup of G.
(d) For G={a.d".a’,...,a>=u), its subgroups {u,a*a* ....a'"%, {ud’,a% ¢}, {n,d", 4%}, and {un,a®} are
invariant.

{¢) For the octic group (Problem 9.9), {u. >, 6%, 7%}, {u, 2%, b, &} and {u, p, p*, 5°} are invariant subgroups of order
4 while {u, p%} is an invariant subgroup of order 2. (Use Table 9-7 to check this))

{f) The octic group P is not an invariant subgroup of Sy since for p=(1234) ¢ P and (12) € Sy, we have
(1271 p(12) = (1342)¢ P.
In Problem 9.15, we prove

Theorem XXI. Under any homomorphism of a group G with group operation o and identity element u
into a group G’ with group operation [J] and identity element o', the subset S of all elements of G which
are mapped onto ' is an invariant subgroup of G.

The invariant subgroup of ¢ defined in Theorem XXI is called the kernal of the homomorphism.
EXAMPLE 11. Let G be the additive group Z and & the additive gronp Zs. The homomorphism x — remainder
when x is divided by 5 has as its kernal H = {x: 5|x} = 5Z.

In Example 10(b) it was shown that any group G has {u} and ¢ itself as invariant subgroups. They are
called émproper while other invariant subgroups, if any, of G are called proper. A group G having no
proper invariant subgroups is called simple.

EXAMPLE 12. The additive group Zs is a simple group since by the Lagrange Theorem, the only subgroups of Zs
will be of order 1 or order 5.
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9.10 QUOTIENT GROUPS

DEFINITION 9.11: Let H be an mvariant subgroup of a group G with group operation o and denote
by G/H the set of (distinct) cosets of H in G, ie.,

G/H = {Ha, Hb, He, . . .}
We define the “product™ of pairs of these cosets by
(Ha)(HbYy = {{lyoa)o(hy o b)Y : Iy, hy € H} for all Ha, Hb € G/H.

In Problem 9.16, we prove that this operation is well defined.
Now G/ H is a group with respect to the operation just defined. To prove this, we note first that
(mo@e(nob)=molach)ob=mho(lhoa)ob
=(hom)o(aobh)=hyo(aoh), hs,hy € H

Then (Ha)(Hb) = H(a o b)  G/H

and (Ha) Hb)(He) = H{(a e b)o ] = Hla o (bo )] = (Ha)[(Hb) He)]

Next, for u the identity element of G, (Hu) Ha) = (Ha)(Hu) = Haso that Hu = H is the identity element
of G/H. Finally, since (Ha)(Ha™") = (Ha "Y(Ha) = Hu = H, it follows that G/H contains the inverse
Ha™! of each Ha € G/H.

The group G/H is called the quotient group (factor group) of G by H.
EXAMPLE 13.

{¢) When G is the octic group of Problem 9.9 and H = {u, g%, b, ¢}, then G/H = {H, Hp}. This representation of
G/H is, of course, not unique. The reader will show that G/H = {H, Hp } = {H, Ho*} = {H, Ht*} = {H, Hp}.

(/) For the same G and H = {u, p°}, we have

G/H ={H,Hp, Ho*, Hby = {H,Hp', Ht*, He}

The examples above illustrate

Theorem XXII. 1f H, of order s, is an invariant subgroup of G, of order s, then the quotient group ¢/H
is of order u/m.

From (Ha)(Hb) = H(a v b) € G/H, obtained above, there follows
Theorem XXIII. 1If H is an invariant subgroup of a group ¢, the mapping

G§— G/H:g— Hg

is a homomorphism of ¢ onto G/H.
In Problem 9.17, we prove

Theorem XXIV. Any quotient group of a cyclic group is cyclic.

We leave as an exercise the proof of
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Theorem XXV. 1If H is an invariant subgroup of a group ¢ and if / is also a subgroup of a subgroup K
of G, then H is an invariant subgroup of K.

9.11 PRODUCT OF SUBGROUPS
Let H={h.h,....h}and K = {b1,b:,...,56,} be subgroups of a group & and define the ““product”

HK:{thbjIthH,bjEK}

In Problems 9.65 9.67, the reader is asked to examine such products and, in particular, to prove

Theorem XXVI If H and K are invariant subgroups of a group G, so also is HK.

9.12 COMPOSITION SERIES

DEFINITION 9.12: An invariant subgroup H of a group § is called maximal provided there exists no
proper invariant subgroup K of G having H as a proper subgroup.

EXAMPLE 14.

{a) A4 of Example 4(b) is a maximal invariant subgroup of Sy since it is a subgroup of index 2 in Sy. Also,
fn, o%, 0%, 1%} is a maximal invariant subgroup of 4,. (Show this.)

{#) The cyclic group G ={w,a,4>, ..., a''Yhas H ={u,a*, a*,.._.a'% and K = {u, 2°, a°, 4”} as maximal invariant
subgroups. Also, J = [u, ¢*, ¢®} is a maximal invariant subgroup of H while L = {u, ¢} is a maximal invariant
subgroup of both A and K.

DEFINITION 9.13: For any group ¢ a sequence of its subgroups

G.H.J.K.... .U={u

will be called a compaosition series for G if each element except the first is a maximal invariant subgroup of
its predecessor. The groups G/H, H/J, J/K, ... are then called quotient groups of the composition series.
In Problem 9.18 we prove

Theorem XXVII. Every finite group has at least one composition series.

EXAMPLE 15.

2

{¢) The cyclic group G = {n, a,a*, °, &'} has only one composition series: G, U = {n}.

(&) A compeosition series for G = Sy is

S4: A4: {(1): pzb 0-2: TZ}: {(1): pz}) U= {(1)}

Is every element of the composition series an invariant subgroup of G?
{¢) For the cyclic group of Example 14(5), there are three composition series: (1) G, H,J, U, (it) G, K, L, U, and
(iti) G, H, L, U. Is every element of each composition series an invariant subgroup of G?

In Problem 9.19, we illustrate

Theorem XXVHI ( The Jordan-Holder Theorem). For any finite group with distinct composition series,
all series are the same length, i.e., have the same number of elements. Moreover, the quotient groups for
any pair of composition series may be put into one-to-one correspondence so that corresponding
quotient groups are isomorphic.
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Before attempting a proof of Theorem XXVIII (see Problem 9.23) it will be necessary to examine
certain relations which exist between the subgroups of a group ¢ and the subgroups of its quotient
groups. Let then H, of order », be an invariant subgroup of a group ¢ of order » and write

S=G/H = {Hay, Hay, Has, . .., Ha,}, a4 € G ()
where, for convenience, ¢; — u. Further, let
P={Hb, Hb, Hbs. ..., Hby} 2
be any subset of § and denote by
K={HhUHbhUHbU.--Hb} &)

the subset of G whose elements are the pr distinct elements (of §) which belong to the cosets of P.
Suppose now that P is a subgroup of index ¢ of S. Then n=prt and some one of the
b’s, say by, is the identity element u of G. It follows that K is a subgroup of index ¢ of Gand P = K/H

since

(i P is closed with respect to coset multiplication; hence, K is closed with respect to the group
operation on §.
(if) The associative law holds for G and thus for X.
(fiiy H < P; hence, u e K.
(iv) P contains the inverse Hb,~' of each coset Hb; ¢ P; hence, K contains the inverse of each of its
elements.
(v) K is of order pr; hence, K is of index t in &.

Conversely, suppose K is a subgroup of index ¢ of ¢ which contains H, an invariant subgroup
of ¢. Then, by Theorem XXV, H is an invariant subgroup of K and so P = K/H is of index 7 in
S=4G/H.

We have proved

Theorem XXIX. Let H be an invariant subgroup of a finite group G. A set P of the cosets of S = G/H is
a subgroup of index ¢ of S if and only if X, the set of group elements which belong to the cosets in £, isa
subgroup of index 7 of G.

We now assume 5 = u in (2) and (3) above and state

Theorem XXX. Let G be a group of order » = rpt, K be a subgroup of order #p of ¢, and H be an
invariant subgroup of order r of both K and G. Then X is an invariant subgroup of G if and only if
P = K/H is an invariant subgroup of $ = G/H.

For a proof, see Problem 9.20.

Theorem XXXI. let H and K be invariant subgroups of ¢ with i an invariant subgroup of K, and let
P=K/H and § = G/H. Then the quotient groups S/F and /K are isomorphic.
For a proof, see Problem 9.21.
Theorem XXXII. Tf H is a maximal invariant subgroup of a group ¢ then G/H is simple, and vice versa.
Theorem XXXIII. Let / and K be distinct maximal invariant subgroups of a group G. Then
(@) D= HnNK is an invariant subgroup of G, and

() H/D is 1somorphic to G/K and K/D is isomorphic to G/H.
For a proof, see Problem 9.22.
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9.1.

9.2.

9.3.

9.4.

9.5.

9.6.

Solved Problems

Does Z3, the set of residue classes modulo 3, form a group with respect to addition? with respect to
multiplication?

From the addition and multiplication tables for Z3 in which [0],[1],[2] have been replaced by 0, 1, 2

Table 9-8 Table 9-6
0 1 2
0| 0 0
1/ 1 2
210 2 1

it is clear that Z; forms a group with respect to addition. The identity element is O and the inverses of 0, 1, 2
are, respectively, 0, 2, 1. Itis equally clear that while these residue classes do not form a group with respect to
multiplication, the non-zero residue classes do. Here the identity element is 1 and each of the elements 1, 2 is
its own inverse.

Do the non-zero residue classes modulo 4 form a group with respect to multiplication?

From Table 3-2 of Example 12, Chapter 5, it is clear that these residue classes do not form a group with
respect to multiplication.

Prove: If a,b,c € G, then ao b = av ¢ (also, b oa = ¢ o a) umplies b = ¢.

Consider ao b= aoc. Operating on the left with ' € G, we have a ' o{acb) = a ' o(aoc). Using the
associative law, (¢ lod)ob={aoa)oc; hence, uob=unoc and so b=c Similarly, (boa)oa ! =
{coa)oa ! reduces to b =c.

Prove: When «, b € G, each of the equations ac x = b and y o @ = b has a unique solution.

We obtain readily x=a 'ob and y =5 oa ! as solutions. To prove unigueness, assume x” and ¥’ to be a
second set of solutions. Then ¢ox = aox’ and yoa =y’ o ¢ whence, by Theorem I, x = x’ and y = y’.
Prove: For any a € G, @™ c a® — & when m.n € Z.

We consider in furn all cases resulting when each of s and »n are positive, zero, or negative. When m and » are
positive,

g — m factors i » factors _m+n factorsi -
— = ’ —
(¢odo---ca) (@doaoc---cq a@ovav- -ca
When m = —r and n = 5, where r and s are positive integers,
a"oa"=a'oa* =@ ea® = (@loalo .coaVo(@oao---0a)

{ g5t g N when s > r

@YW *=a"™ =™ whensxr

The remaining cases are left for the reader.

Prove: A non-empty subset G’ of a group G is a subgroup of G if and only if, for all a,b € G,
alebed.

Suppose G’ is a subgroup of G. If 0, € §’, then ™! € ¢ and, by the Closure Law, so alsa does a7% o 4.
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Conversely, suppose §' is a non-empty subset of § for which g 'ob e G’ whenever a,bec§'.
Now ¢ loe=ueg Then noa ' =o' €§ and every element of G has an inverse in G'. Finally,
for every a,be G, (ffl)’1 ob=aobe§’, and the Closure Law holds. Thus, G’ is a group and, hence,
a subgroup of G.

Prove: If S is any set of subgroups of a group ¢, the intersection of these subgroups is also a
subgroup of G.
Let a and & be elements of the intersection and, hence, elements of each of the subgroups which make up

S. By Theorem VIII, ™! o & belongs to each subgroup and, hence, to the intersection. Thus, the intersection is
a subgroup of G.

Prove: Every subgroup of a cyclic group is itself a cyclic group.

Let G’ be a subgroup of a cyclic group G whose generator is a. Suppose that m is the least positive
integer such that a™ € G'. Now every element of ', being an element of G, is of the form o, k e Z.
Writing

k=mg+r, O<r<=m
we have ak = g™ — (g o o
and, hence, a’ = (™ oa®

Since both a™ and a* € ', it follows that @ € §'. But since r < m, r = 0. Thus k£ = mg, every element of G’ is
of the form {a™)?, and G is the cyclic group generated by a™.

The subset {u = (1). o, 0%, 0°, 0%, 22,0 = (13),e = (24} of S, is a group (see the operation table
below), called the octic group of a square or the dihedral group. We shall now show how this
permutation group may be obtained using properties of symmetry of a square.

Fig. 9-1

Consider the square (Fig. 9-1) with vertices denoted by 1, 2, 3, 4; locate its center O, the bisectors 40B and
COD of its parallel sides, and the diagonals 103 and 204. We shall be concerned with all rigid motions
{rotations in the plane abont @ and in space about the bisectors and diagonals) such that the square will look
the same after the motion as before.

Denote by g the counterclockwise rotation of the square about O through 90°. Tts effect is to carry 1 into
2, 2into 3, 3 into 4, and 4 into 1; thus, p = (1234). Now £* = po o = (13)(24) is a rotation about O of 180°,
7> =(1432) is a rotation of 270°, and p* = (1) = u s a rotation about O of 360° or 0°. The rotations through
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180° about the bisectors 408 and COD give rise respectively to o2 = (14)(23) and 2 = (12){34) while the
rotations throngh 180° about the diagonals 103 and 204 give rise to e = (24) and b = {13).

The operation table for this group is

Table 9-7

u o p P p ot b e
ulu p # p ot P b e
ple A 272 u e b of T
Bl o wop P e B
Bl ow g g b e & o
et b 2 e m g op o
2| e a2 b PP on A op
blb © e o P p o ou p
ele o2 b ¥ p g o u

In forming the table

{1) fill in the first row and first column and complete the upper 4 x 4 block,

{2) complete the second row,
(poc?=(1239) o (14)(23) = (24) =e,...)
and then the third and fourth rows,
(PPoo’ =po(pod?)y=poe=1’..)
{(3) complete the second column and then the third and fourth columns,
(o =(@Popop=bop=7,..)

{(4) complete the table,

(o =c?o(c?op)=p%..)

9.10. A permutation group on s symbols is called regular if each of its elements except the identity
moves all # symbols. Find the regular permutation groups on four symbols.

Using Example 4, the required groups are

{o.0%. 0. 0" = (D} {o.0”. 0% ¢ = (D}, and {z.7%, 2", * = (1)}

9.11. Prove: The mapping Z — Z, : m — [m] is a homomorphism of the additive group Z onto the
additive group Z, of integers modulo n.

Since [in] = [r] whenever m = ng + r, 0 < r < n, it is evident that the mapping is not one to one. However,
every m < Z has a unique image in the set {{0],[1],[2],...,[n — 1]} of residue classes modulo », and every
element of this latter set is an image. Also, if a — [r] and & — [s], then a + & — [] + [s] = [{] the residue class

maodulo n of ¢ = a+ 5. Thus, the group operations are preserved and the mapping is a homomorphism of Z
onto Z,,.
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Prove: In a homomorphism between two groups G and ¢, their identity elements correspond, and
if x € G and x’ € G’ correspond so also do their inverses.

Denote the identity elements of G and G’ by u and v, respectively. Suppose now that u — ' and, for
x#£u, x —> x'. Then x =wox — v [Ix' = x" =[x’ whence, by the Cancellation Law, v/ =o' and we
have the first part of the theorem.

For the second part, suppose x — x’ and x! — 3", Then n = x o x™! — x'[0y = = xT(x")! so that
y/ — (x:)fl_
Prove: Every cyclic group of infinite order is isomorphic to the additive group Z.

Consider the infinite cyclic group G generated by ¢ and the mapping
n— a®, nef
of Zinto G. Now this mapping is clearly onto; moreover, it is one to one since, if for s > ¢ we had 5 <> ¢ and

t < af with ¢* = a?, then ¢ = w and G would be finite. Finally, s + ¢ <> a* = ¢* - a’ and the mapping is
an isomorphism.

Prove: Every finite group of order # is isomorphic to a permutation group on # symbols.

Let G ={g1,2,85,... .8, with group operation [] and define

( gi ) ( g1 g2 g3 En )

p= = ;

gllg gaillg g0g g0Og - g0g
(=123, ....,n

The elements in the second row of p; are those in the column of the operation table of G labeled g; and,
hence, are a permutation of the elements of the row labels. Thus, 2 = {p1,p2, P, ..., Px} 18 a subset of the
elements of the symmetric group S, on » symbols. It is left for the reader to show that P satisfies the
conditions of Theorem VII for a group. Now consider the one-to-one correspondence

(@) & i, i=1,2,3...,n

If g, = g.[g,, then g, <> p, o p, so that

_ & & & gl g _f &
A (gililgr) ° (ga[lgs) (gililgr) ° (g;[lgrl:lgs) (gililg:)

and (a) is an isomorphism of G onto P. Note that P is regular.

Prove: Under any homomorphism of a group G with group operation o and identity element u
into a group G’ with group operation [] and identity element ', the subset S of all elements of G
which are mapped onto u’ is an invariant subgroup of G.

As consequences of Theorem XIII, we have
{¢) wu—w'; hence, S is non-empty.
() ifaes, then a! — () ' =u'; hence, ! € 5.
(¢) ifa,besS thena'lob > wlw=u’ hence, s 'obeS.

Thus, § is a subgroup of G.
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9.16.

9.17.

9.18.

9.19.

For arbitrary a € S and g € G,
gloaog— (¢) ' wOg =v'
so that g7l oaog € §. Then by Theorem XX, § is an invariant subgroup of ¢ as required.

Prove: The product of cosets
(Ha)(Hb) = {(moa)e (hy o b) : I, hy € H} for all Ha, Hb € G/H

where H is an invariant subgroup of G, is well defined.

First, we show: For any x,x" € G, Hx' = Hx if and only if x’ = vo x for some v € H. Suppose Hx' = Hx.
Then x’ < Hx requires x'=vox for some ve H. Conversely, it x"=vox with ve H, then
Hx' = H(vox)= (Hv)x = Hx.

Now let He' and Hb' be other representations of Ha and Hb, respectively, with o = aor, b’ = bos, and
rose HoIn (HoYHE)={[lhof{aor)]olho(bos)]: i h € H} we have, using (i), Section 9.9,

[ ofaon]o[o(bos) = (hoa)olroh)ol(bos)
(hiod)oho{toby={hoa)o{lz0abd
(hioa)ol{hyob) where As,t,y ¢ H

Then (HdYHEY = (Ha)(HD)
and the product (Ha){( Hb) is well defined.

Prove: Any quotient group of a cyclic group G is cyclic.

Let H be any (invariant) subgroup of the cyclic group G = {u, a, &, . .., @’} and consider the homomorphism

G— G/H:a'— Ha'

Since every element of G/H has the form Ha' for some ¢’ € G and Ha® = (Ha)' (prove this) it follows that
every element of G/H is a power of & = Ha. Hence, G/H is cyclic.

Prove: Every finite group ¢ has at least one composition series.

() Suppose G is simple; then G, U is a composition series.

{ii) Suppose G is not simple; then there exists an invariant subgroup H £ G, U of G. If H is maximal in G
and U is maximal in H, then G, H, U is a composition series. Suppose H is not maximal in G but U is
maximal in A then there exists an invariant subgroup K of G such that H is an invariant subgroup of
K.If K is maximal in G and A is maximal in K, then G, K, H, U is a composition series. Now suppose H
is maximal in G but U7 is not maximal in A; then there exists an invariant subgroup J of H. If J is
maximal in H and U is maximal in J, then G, H,J, U is a composition series. Next, suppose that H is
nof maximal in G and U is not maximal in H; then .... Since G is finite, there are only a finite number of
subgroups and ultimately we must reach a composifion series.

Consider two compeosition series of the cyclic group of order 60: G = {n,a,4°,...,a"}):
G.H={ud, d,. .  a°, J={ud"d", ... a"%,

e {u, (,112, 6124, 6136, CIAS, ffies {u}



114 GROUPS [CHAP. 9

and Q:M: {ll, 613, aﬁa"':CIS?}) N = {ll, 6115,6130,6145}, F= {H,CIBO}, u
The quotient groups are
G/H = {H, Ha}, H}J = {J,Ja’}, J/K = {K, K¢, Ka®),

KU ={U, U, Ua™ U™, Ud*®y

and G/M = {M, Ma, Ma*}, M/N = {N, Na’, Na®, No®, Na*?},

N/P={P, Pa®),P/U ={U, Ud™}

Then in the one-to-one correspondence: G/H <> N/P, H/J < P/U, J/K < G/M, K/U < M/N,
corresponding quotient groups are isomorphic under the mappings:

H & P J = U K & M U - N
He « Pd¥ Jo& «» UV Ko* o Mo Ud? o No
K o Mda U o No®

Ua*® « N&°

Us® o Nagb?

9.20. Prove: Let G be a group of order » = rpt, K be a subgroup of order rp of &, and H be an invariant
subgroup of order r of both K and ¢ Then K is an invariant subgroup of ¢ if and only if
P = K/H is an invariant subgroup of § = G/H.

Let g be an arbitrary element of G and let K = {fy, 52,...,5,,}.
Suppose P is an invariant subgroup of S. For Hg € S, we have
0 (Hg)P = P(Hg)

Thus, for any Hb; € P, there exists Hb; € P such that

(i) (Hg)(Hb:) = (Hb)(Hg)

Moreover, (Hg)(Hb;) = (Hb,)(Hg) = (Hg){(Hby) implies Hb; = Hby. Then

(iii) Hb; = (Hg™ ') (Hb, ) Hg) = g (Hby)g
(iv) K=Hb UHbU---UHb, = ¢ 'Kg
and

Q) gK=Kg

Thus, K is an invariant subgroup of G.

Conversely, suppose K is an invarant subgroup of G. Then, by simply reversing the steps above, we
conclude that P is an invariant subgroup of S.
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9.21. Prove: Let H and X be invariant subgroups of G with A an invariant subgroup of K, and let
P=K/H and § = G/H. Then the quotient groups S/PF and G/K are isomorphic.

Let G, K, H have the respective orders n = rpt, rp, r. Then K is an invariant subgroup of index ¢ in G and
we define

G/K ={Key, Key, ..., Kei}, Geg

By Theorem XXX, P is an invariant subgroup of S; then P partitions S into ¢ cosets so that we may write
S/P={(P(Hay),P(Hay),...,P(Ha)) ~ HayeS
Now the elements of G which make up the subgroup K, when partitioned into cosets with respect to H,

constitute 2. Thus, each ¢, is found in one and only one of the Ha; . Then, after rearranging the cosets of §/P
when necessary, we may write

S/ P ={P(He1), P(Hey), ..., P(Hey))

The required mapping is

G/K & S/P: Koy o P{Hc)

9.22. Prove: Let H and K be distinct maximal invariant subgroups of a group ¢. Then (a) D =
H M K 1s an mvariant subgroup of G and (b) H/D is isomorphic to G/K and K/D is isomorphic
to G/H.

{z) By Theorem X, D is a subgroup of §. Since H and K are invariant subgroups of G, we have for each
de Dand every g€ G,

g lodogc H, glodogek and sog lodogelD

Then, for every g € G, g 'Dg = D and D is an invariant subgroup of G.
() By Theorem XXV, D is an invariant subgroup of both H and K. Suppose

{0 H = Diy UDhyU---U Dh, heH

then, since K{Dh;) = (KD)h; = Kh; {why?),

(if) KH — Khy UKhy U --- U Kh,

By Theorem XXVI, HK = KH is a subgroup of G. Then, since H is a proper subgroup of HK and, by
hypothesis, is a maximal subgroup of G, it follows that HK = G.

From {i) and {i{), we have
H/D = (Dhy, Dhy, . .., Dhy), and G/K = {Khy, Khy, ..., Khy)
Under the one-to-one mapping
Dh; < Kk, (i=1,2,3,...,n)

(D XDhy) = D(hs o hy) <> K(hs o hy) = (K XKhy)

and H/D is isomorphic to G/K. It will be left for the reader to show that K/D and G/H are isomorphic.
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9.23.

9.24.
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Prove: For a finite group with distinct composition series, all series are of the same length, i.e.,
have the same number of elements. Moreover the quotient groups for any pair of composition
series may be put into one-to-one correspondence so that corresponding quotient groups are
isomorphic.

Let
(@) G H\ HyHy, .. H=U
& G.K,K,K3,... K, =U

be two distinet composition series of . Now the theorem is true for any group of order one. Let us assume it
true for all groups of order less than that of G. We consider two cases:

{(h H = Kj. After removing G from (o) and {#), we have remaining two compaosition series of I for which,
by assumption, the theorem holds. Clearly, it will alse hold when & is replaced in each.

(i) H, # K. Write D = Hy N K. Since G/H; {(also G/K)) is simple and, by Theorem XXXIII, is isomorphic
to K1/D (also G/K; is isomorphic to Hi /D), then K;/D (also H;/D) is simple. Then D is the maximal
invariant subgroup of both H; and K and so G has the composition series

(") G, H\,D D, Dy,Ds,... D, =U

and (b1 G K\,D,D Dy, Ds,.... D, =U

When the quotient groups are written in order

G/H| ,H\/D,D/D\,D\/D2, D:/Ds, ..., Dy /Dy

and Ki/D,G/K, DD, D Dy, Dy/Ds,..., D 1 /D,

corresponding quotient groups are isomorphic, thatis, G/H, and K, /D, H, /D and G/K,, D/D;and D/Dy, ...
are isomorphic.

Now by (i) the quotient groups defined in (a) and (&) [also by (&) and (5’)] may be put into one-to-one
correspondence so that corresponding quotient groups are isomorphic. Thus, the gquotient groups defined by
{a) and (&) are isomorphic in some order, as required.

Supplementary Problems

Which of the following sets form a group with respect to the indicated operation:

{a) S={x:xeZx <0} addition

by S={5x:x e Z}; addition

(¢) S={x:xeZ, xis odd}; multiplication
{d) The n nth roots of 1; multiplication

{e) S=1{-2, —1,1,2}; multiplication

(fy §S={1, —1,i, —i}; multiplication

{g) The set of residue classes module #; addition
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 S={a]:la € Zy, (a.m) = 1}; multiplication

() S={z:zeC,|z| =1} multiplication
Ans. (a), (), {e) do not.

9.25. Show that the non-zero residue classes modulo p form a group with respect to multiplication if and only if p
is a prime.

9.26. Which of the following subsets of Z;3 is a group with respect to multiplication: {a) {1],[12]}; (&)
{[11,[2]. [41, [6], [8], [10D, [121}; () {11, [51. 18], [121}?
Ans. (a), (¢)

9.27. Consider the rectangular coordinate system in space. Denote by a, b, ¢, respectively, clockwise rotations
through 180° about the X, ¥, Z-axis and by w its original position. Complete the table below to show that
{u,a,b,c}is a group, the Klein 4-group.

Table 9-8
olu a b ¢
ulun a & ¢
ala

b|b ¢
cle b a

9.28. Prove Theorem III, Section 9.2.
Hint. a7l o x=wuhas x = ¢ and x = (¢! as solutions.

9.29. Prove Theorem IV, Section 9.2.
Hint. Consider (o P o(b oo N=ao(bobNoa?!

9.30. Prove: Theorem V, Section 9.2.

931. Prove: a ™ ={(a")y ' meZ

9.32. Complete the proof of Theorem VI, Section 9.2.

9.33. Prove: Theorem IX, Section 9.3, Theorem XI, Section 9.4, and Theorem XIV, Section 9.6.
9.34. Prove: Every subgroup of G’ of a group G has u, the identity element of G, as identity element.
9.35. List all of the proper subgroups of the additive group Zis.

9.36. Let G be a group with respect to o and a be an arbitrary element of G. Show that

H={x:xe§xoca=aox}

is a subgroup of G.

9.37. Prove: Every proper subgroup of an abelian group is abelian. State the converse and show by an example that
it is false.
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9.38.

9.39.

9.40.

9.41.

9.42.

9.43.

9.44.

9.45.

9.46.

9.47.

9.48.

9.49.

9.50.

9.51.

9.52.

9.53.

9.54.
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Prove: The order of & € G is the order of the cyclic subgroup generated by a.

Find the order of each of the elements {a) (123), (&) (1432), () (12)(34) of S4.
Ans {a)3,(p) 4,(c) 2

Verity that the subset 4, of all even permutations in S, forms a subgroup of S,,. Show that each clement of 4,
leaves the polynomial of Problem 2.12, Chapter 2, nnchanged.

Show that the set {x: x € Z, 5|x} is a subgroup of the additive group Z.

Form an operation table to discover whether {(1), (12){(34),{13){(24), (14)23)} is a regular permutation group
on four symbols.

Determine the subset of Sy which leaves (¢) the element 2 invariant, {b) the elements 2 and 4 invariant, (¢)
X1Xx7 + x3x4 invariant, (d) x;x; + x5 + x4 invariant.
Ans. {a) {(1),{13),(14),(34),(134),(143)} (o) {(1),(12),(34),(12)(34),(13)(24), (14)(23),(1423),(1324)}
(b) {(1),413)} (d) {(1),{12),(34),(12)(34)}
Prove the second part of Theorem XV, Section 9.7. Hint. Use [m] <> a™.

Show that the Klein 4-group is isomorphic to the subgroup P = {{1),{12)34), (13)(24), (14)23)} of S;.

Show that the group of Example 7 is isomorphic to the permutation group

P = {{1)(12)(35){(46), {14)25)(36), {13)(26)(45), (156)(243),{165)(234)}

on six symbols.

Show that the non-zero elements Z;3 under multiplication form a cyclic group isomorphic to the additive
group Zi,. Find all isomorphisms between the two groups.

Prove: The only groups of order 4 are the cyclic group of order 4 and the Klein 4-group.

Hint. G = {u,a,b, ¢} either has an element of order 4 or all of its elements except u have order 2.
In the latter case, ¢ o b # a, b,u by the Cancellation Laws.

Let S be a subgroup of a group G and define T = {x: x € §, Sx = xS}. Prove that T is a subgroup of G.

Prove: Two right cosets Ha and Hb of a subgroup I of a group G are identical if and only if ab™* € H.

Prove: a € Hb implies Ha = Hb where H is a subgroup of G and a,b < G.

List all cosets of the subgroup {(1),{12)34)} in the octic group.

Form the operation table for the symmetric group S5 on three symbols. List its proper subgroups and obtain
right and left cosets for each. Is S5 simple?

Obtain the symmetric group of Problem 9.33 nsing the properties of symmetry of an equilateral triangle.
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9.55.

9.56.

9.57.

9.58.

9.59.

9.60.

9.61.

9.62.

9.63.

9.64.

9.65.

9.66.

9.67.

9.68.

Obtain the subgroup {n, 2%, 0%, 7%} of S, using the symmetry properties of a non-square rectangle.
Obtain the alternating group 44 of 84 using the symmetry properties of a rectangular tetrahedron.
Prove: Theorem XXV, Section 9.10.

Show that K = {u, 0%, 0%, 7%} is an invariant subgroup of S,. Obtain S54/K and write out in full the
homomorphism Sy — S3/K : x — Kx.

Partial Answer. U — K, {12) — K{12),(13) = K(13),....(2d) — K{13),(34) — K(12),....
Use K = {u, 0%, 0%, 7%}, an invariant subgroup of Sy and H = {, 02}, an invariant subgroup of X, to show

that a proper invariant subgroup of a proper invariant subgroup of a group G is not necessarily an invariant
subgroup of G.

Prove: The additive group Z,, is a quotient group of the additive group Z.

Prove: If H is an invariant subgroup of a group G, the quotient group G/H is cyclic if the index of Hin Gisa
prime.

Show that the mapping
0,200 — wu
a2,y 88 — o defines a homomorphism of 44 onto G = {u,a,a’}).
o ByE = &

Note that the subset of 44 which maps onto the identity element of & is an invariant subgroup of A,.

Prove: In a homomaorphism of a group G onto a group G’ let H be the set of all elements of G which map into
v € §'. Then the quotient group of G/ H is isomorphic to G'.

Set up a homomorphism of the octic group onto {u, a}.

When H = {n,a, ¢’} and K = {u, 8, 82} are subgroups of S, show that HK # KH. Use HK and KH to verify:
In general, the product of two subgroups of a group G is not a subgroup of G.

Prove: It H = {h, hy,.... 0} and K = {b1,b,,...,5,} are subgroups of a group & and one is invariant, then
(o) HK = KH, () HK is a subgroup of G.

Prove: If H and K are invariant subgroups of G, so also is HK.

Let G, with group operation o and identity element u, and G, with group operation [ and unity element w’, be
given groups and form

J:gxg":{(g:g,):geg)gjegf
Define the “product” of pairs of elements (g, g7, (A, 4") € J by

@ (& gNh.H) = (g o h g )
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9.69.

9.70.

9.71.

9.72.

9.73.

9.74.

9.75.

9.76.
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{a) Show that Jis a group under the operation defined in (7).
() Show that S = {{g,u):gc G} and T ={(n, ¢ : ¢ € G} are subgronps of J.

{c) Show that the mappings
S=>G:(gu)—>g and TG :(ng)—>¢

are isomorphisms.

For ¢ and G’ of Problem 9.68, define I = {u} and 7' = {v'}; also G = G x U7 and G = U x G Prove:

(o) G and G’ are invariant subgroups of J.

(B) J/G is isomorphic to U7 x §', and J/a is isomorphic to G x U7,
{¢) Gand G have only (u, ') in common.

(d) Every element of G commutes with every element of G’

{e) Every element of J can be expressed uniguely as the product of an element of G by an element of g

Show that Sy, 44, {n, 0%, o2, 12}, {u,0?}, I/ is a composition series of Sy. Find another in addition to that of
Example 13(5), Section 9.10.

For the cyclic group G of order 36 generated by a

(i) Show that a*,&°,d",a,a°, "%, a'* generate invariant subgroups Gig, Gio, Go, Gs, Ga, Gs, Ga, respectively,

of G.
(i) G,Gig, G, Gs, U is a composition series of G. There are six composition series of G in all; list them.

Prove: Theorem XXXII, Section 9.12.

Write the operation table to show that Q={1, —1,i, —i,j. —j. k, —k} satisfying i> =j> = k> = —1,
i=k=—ji, jk=i=—kj, ki=j= —ik forms a group.

Prove: A non-commutative group G, with group operation o has at least six elements.
Hint.

{1) @ has at least three elements: u, the identity, and two non-commuting elements « and b.

(2) G has at least 5 clements: u,a,b5,a0b,50a. Suppose it had only 4. Then ao b # boa implies ao b or
b o a must equal some one of u,a, .

(3) @ has at least six elements: w,a, b, a0 b, boa, and cither a® or acboa.

Construct the operation tables for each of the non-commutative groups with 6 elements.
Consider S = {u,a,a%,a°,b,ab, *b,a°, b} with ¢* = w. Verify:

{¢) If b =u, then either ba = ab or ba = o°b. Write the operation tables As, when ba = ab, and Dg, when
ba = @b, of the resulting groups.

(B) If &* =aor b° = a°, the resulting groups are isomorphic to Cs, the cyelic group of order 8.
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(¢) Ifb* = a®, then either ba = ab or ba = o’ b. Write the operation tables 4y, when ba = ab, and Qg, when
ba=a'b.

(d) Ay and A’ are isomorphic.
(e) Ds is isomorphic to the octic group.
() Qs is isomorphic to the {quaternion) group O of Problem 9.73.

(g) Qg has only one composition series.

9.77. Obtain another pair of composition series of the group of Problem 9.19; set up a one-to-one correspondence

between the guotient groups and write the mappings under which corresponding quetient groups are
isomorphic.



CHAPTER 10

Further Topics on
Group Theory

INTRODUCTION

One of the properties of a group is that it contains an identity and that each element of a group has
an inverse. Here we will show that a finite group whose order is divisible by a prime p must always
contain an element of order p. This will be established by Cauchy’s Theorem. We will extend this idea
to prime power divisors using the Sylow Theorems. In addition, a very brief introduction will be given of
the Galois group.

10.1 CAUCHY’S THEOREM FOR GROUPS

Theorem I.  (Cauchy’s Theorem) Let ¢ be a finite group and let p be a prime dividing the order of G,
then ¢ contains an element of order p.

EXAMPLE 1. Let G be a finite group and let p be prime. If every clement of G has an order of power p, then G has
an order of power p.

The solution will be presented with a contradiction argnment. If the order of G is not a power of p, then there
exists a prime p' # p such that p' divides the order of G. Thus, by Cauchy’s Theorem, & has an element of order p'.
This is a contradiction.

10.2 GROUPS OF ORDER 2p AND p*

Here we will classify groups of order 2p and p? for any prime p. If p is odd, we will use Cauchy’s Theorem
to show that any group of order 2p is either cyclic or dihedral.

Theorem II.  Suppose & is a group with order 2p where p is an odd prime, then & is either cvelic or
dihedral.

Theorem III.  Suppose G is a group of order p” where p is prime, then G is abelian.
For a proof, see Problem 10.9.
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10.3 THE SYLOW THEOREMS

The Sylow Theorems are very useful for counting elements of prime power order which will help to
determine the structure of the group.

Theorem IV. (The First Sylow Theorem) Suppose » is a non-negative integer, ¢ is a finite group
whose order is divisible by p”, where p is prime. Then ¢ contains a subgroup of order p*.

Note. The First Sylow Theorem does not guarantee the subgroups to be normal. As a matter of fact,
none of the subgroups may be normal.

DEFINITION 10.1: Let ¢ be a finite group of order p*k, where p is prime and where p does not divide
k. A p-subgroup of G is a subgroup of order p”, where m < n. A Sylow p-subgroup of G is a subgroup
of order p”.

EXAMPLE 2. Consider the gnaternion group

O={+1,+i +/, +k)

0 has order 8=2> with all its subgroups being 2-subgroups. € itself is the oaly Sylow 2-subgroup.

DEFINITION 10.2: For any subgroup S of a group G, the normalizer of S in G is defined to be the set
N(S)={g€GgSe "' =5}

Theorem V. For any subgroup S of a finite group ¢. N(S) will be the largest subgroup of ¢ that
contains § as a normal subgroup.

The proof of Theorem V is as follows. Now uSu~! = S, so u e N(S) and, hence, N(S) # 4.
If a,b € N(S), then (ab=")S(a"'b) = a(b~'Sb)a~! = a~'Sa = S. Thus, ab € N(S) and N(S) will be a
subgroup of ¢. So, by definition of N(S), § is a normal subgroup of N(S) and N(S) contains any
subgroup that has § as a normal subgroup.

EXAMPLE 3. Consider the dihedral group Ds generated by a and 8, where a has order 6, 8 has order 2, and
af = fo’. The set with its 12 elements are as follows:

2 .3 A4 5 2 a3 ad poS
Dy ={n,a,a",a, "o, B, fu, Ba’, for, fo”, B’}

It can easily be verified that {u,a’} is a 2-subgroup of Dg. Thus, N{{n, &’}) = Ds.

Theorem VI. Given that G is a finite group whose order is divisible by p, where p is a prime, and Sis a
Svlow p-subgroup of ¢. If & is a p-subgroup of N(S5), then §'C S.

Theorem VI. Given that ¢ is a finite group whose order is divisible by p, where p is a prime. If S
is a Sylow p-subgroup of G, then S is the only Sylow p-subgroup of N(S).

A short proof of Theorem VII is presented below.
Sis a Sylow p-subgroup of N¥(S) and by Theorem VI, any other p-subgroup, ', of N(S) is contained
in S. Then §’ = § since the order of $’ equals the order of S.

Theorem VIII. Given that G is a finite group, S is a subgroup of G, and p is prime. Then for all g € G,
gSg~! is also a subgroup of ¢. In addition, if S is a Sylow p-subgroup, then gSg~! is alse a Sylow
p-subgroup.

DEFINITION 10.3: If x € G, then elements of the form gxg~! for g € G are called conjugates of x.

We will use x¥ to denote the set of all conjugates of x by elements of G.

EXAMPLE 4. Let G be a group. Let a, b € G. Then either af = or o N % = .
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Suppose that a¥ N #9 £ @. Then there exists ¢ € o N Y so that ¢ = xax™! and ¢ = phy~! for some x,y € G. Then
a=x lex and, hence, for any de ¥ d=gag ' =gx lexg = gx by Ixg = (gx Wex T € 59 So
a¥ < BY.

We can use a similar argument to show that o9 2 #9, and, hence, a% = 59,

We may extend this notation to subgroups.

DEFINITION 10.4: A subgroup ¢’ of a group G is a conjugate of a subgroup S of ¢ if there exists a
g € Gsuch that G’ = gSg~ 1.

Note. If A is a subgroup of G, then the set of all conjugates of S by elements of 4 is denoted by $*
where

S$4 = {aSa~!, such that @ € A}

Theorem IX. (Sylow Theorems) Given that ¢ be a finite group of order p"k where p does not divide &
and p is prime. Let S, be the number of Sylow p-subgroups of G. Then

(@) any p-subgroup is contained in a Sylow p-subgroup of ¢; (The Second Sylow Theorem)
(b) any two Sylow p-subgroups of G are conjugates in G,

(c) S, =mp+ 1 for some non-negative integer mi; (The Third Sylow Theorem)
(d) S, divides k.

You will be asked to prove the Sylow Theorems as an exercise.

10.4 GALOIS GROUP

In this section we will introduce the Galois group. However, the topic is much too advanced for the level
of this text, and hence only a brief introduction will be given. It is suggested that you be introduced to
Rings and Fields in Chapters 11 and 12 before studying this section.

Theorem X. Let F be a subfield (see Chapters 11 and 12) of the field F. The set of all automorphisms f
of F such that f() = r for all » in ¥ is denoted by Gal F/F. That is, Gal F/F consists of all functions
[+ F — F which satisty the following:

(a) [ preserves addition and multiplication

() fis one to one and onto

(c) ifreF, then f(r)=r
EXAMPLE 5. letz={a+bi)cC and let

f:C>C

such that f{(zy=z < C.

Now, if f{z) = f(z1), then Z = 7. Thus, z = Z = 7; = z;. This implies that £is one to one.

Next, let 2y € ©, the codomain of £, Now 7 = z; and 7, € €, the domain of /. That is, for any z; in the codomain
of f, 7 isin the domain of # such that f{Z;) = % = z,. This implies that fis onto. It can be shown also that f preserves
addition and multiplication.

The above discussion implies that f is an antomorphism of € for which f(#) =& for all & € [E. Therefore,
e Gal C/R.
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Consider the solution field of the polynomial p(x) =10, denoted by FP*, where the coefficients of the polynomial
ate in . In addition, if Fis a subfield of F7™, let the set of automorphism of some function which leave Funchanged
be denoted by Gal F#*/F. Then the functious in Gal FP/F will be related to the roots of p(x). So one way of
learning about the solutions of p(x) = 0 will be to study the composition of the sets Gal FFX/F_ Later, when
vou study the structures of rings and fields, you will observe that these sets are nunlikely to be classified in either
structure since the sets Gal FF®/F have only one natural operation: composition.

Theorem XI. Let F be a subfield (see Chapters 11 and 12) of the field F. The operation of composition
of functions in Gal F/F will satisty the following:

(a) Iff.g e Gal F/F, then foge Gal F/F. (Closure)
(b) Iff,g.heGal F/F, then fo(goh) = (f cg)oh (dssociativity)

(c) There exists a unique ¢ € Gal F/F such that for all f € Gal F/F, foir=f =tof. (Existence of an
identity)

(d) Forall f € Gal F/F, there exists i € Gal F/F such that f oi =1t =1icf. (Existence of inverses)

Observe from Theorem XI that Gal F/F is a group with respect to the composition of functions.
Such a group is called a Galois group of F over F.

DEFINITION 10.5: Let F be a subfield (see Chapters 11 and 12) of the field F. The Galois group of F
over F'is the set Gal F/F with composition of functions as the operation.

Solved Problems

10.1. Let G be a finite group and for g € G such that {g, g%, ¢°, ...} is finite, then there exists a positive

integer & such that u = g*.

Since {g, g% ¢*,.. .} is finite, g” = g™ for some integers m > n > 1. Thus, m — » is a positive integer, and

ng? =gf =g" =g"Mg? 50 that u = g” " Letting k =m — n, then u = g*.

10.2. Let ¢ be a group and let g € G has finite order ». Then the subgroup generated by g,
S(g) ={u, g, g%, ....g" "} and S(g) has order n.

Let 4 ={mg g%, ...,¢" 1), where the elements of 4 are distinct, then S{g) = {¢* such that k € Z} = 4.
Conversely, if £ € Z, then by the division algorithm there exist ¢, € Z such that k=ng+r, 0 <r < n.
Thus, g& = gt = (g")g” = nfg’ & 4, and, hence, S(g) C 4. It follows that S{g) = 4. Thus, 4 has exactly
»n elements; i.e., S{g) has order ».

10.3. The order of any element of a finite group is finite and it divides the order of the group.

Problem 10.1 indicates that the elements of a finite group are always of finite order. Problem 10.2 says that
the order of such an element is the order of the subgroup which it generates. Thus, by Lagrange’s Theorem,
the order of the subgroup divides the order of the group.

10.4. Let G be a group and let s, 7 be positive integers. Suppose that g has order s for g € G, then g’ = u
if and only if s divides ¢.

If s divides ¢, then t = sk for some positive infeger k and g = g = v* = u. Also, by the division algorithm
for the integers there always exist ¢,r < Z such that t=sg+r 0=<r=<s5 and if g'=u, then
g =g = ¢!g¥y? = u. Since s is the minimal positive power of g which equals u, then r = 0 and hence
s divides £.
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10.5. Let H be a subgroup of the group G, with x € G. Let f be the function such that f(f) = xh, where f
is one to one and onto. If H is finite, then xH and H have the same number of elements.

If /{a) = f(b) for a,b € H, then xa = xb, and, hence, a = 5. This implies that fis one to one. Next, if
xh € xH, then f{h) = xh and, hence, fis onto. If His finite, and since there exists a one-to-one and onto
function from H to xH, then H and xH have the same number of elements.

10.6. If §is a subgroup of index 2 in a finite group G, then S is a normal subgroup of G.

If x € §, then x§8 = Sx. If can be shown that each right coset also has the same number of elements as S.
Since G has only two left cosets, it has only two right cosets, and thus, if x¢ S, then both the left coset x§
and the right coset Sx must consist of all those elements of ¢ that are not in S. That is,
xS ={g € G, g¢S= Sx. Thus, §is a normal subgroup of G.

10.7. Suppose G is a group of order 2p where p is an odd prime, then G has only one subgroup of
order p.

Now G has one and only one Sylow p-subgroup {prove). Since p is the highest power of p dividing the
order of G, then the Sylow p-subgroup of G is of order p. That is, there is precisely one subgroup of G of
order p.

10.8. Every cyclic group is abelian.

Suppose that G is cyclic with generator g and that x,y € G. Then x =g" and y = g™ for some n,m < Z.
Hence, xy = g"g™ = g™ = ¢™g® — yx and hence G is abelian.

10.9. Suppose G is a group of order p> where p is prime, then G is abelian.

Let the order of G be 57, and let Z{G) be the center of § (sae problem 10.10). Then the order of Z(¢) £ 1
(prove). If Z{G)=G, then G is abelian. Suppose Z{G) +# G, then the order of G/Z{G) = p (Lagrange’s
Theorem). Thus, G/Z{G) is cyclic and hence G is abelian (see problem 10.16).

Supplementary Problems

10.10. Let G be any group and define the center of G as
Zigy=ixeGgx=xgforall g G}
For any x € g, prove that Z{G) is an abelian group which is a normal subgroup of &.
10.11. TLet G be any group and define
H{x)={gc G gx=xgforall g cG}

Prove that H{x) is a subgroup of G for any x € G.

10.12. Let Q be the subgroup © = {£1, + i, £ j + &} of the multiplicative group of non-zere gnaternions. Find a
power ¢” of order k where g =ie Q and k= 2.

10.13. Find all the conjugates of the element x in the group ¢ when G = S5 and x = (12).
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10.14.

10.15.

10.16.

10.17.

10.18.

10.19.

10.20.

10.21.

10.22.

10.23.

10.24.

10.25.

10.26.

10.27.

10.28.

Show that Q/Z{(Q) is abelian where the quaternion group @ ={+l, +i +i+k} and Z{(Q)=
{xeQ,gx=xgforall g c 0}

Given that G is a finite group and p is a prime that divides the order of G. Prove that there exists an x € §
such that p divides the order of H{x) where H{x) = {g € G, gx = xg, for all g € G}.

Given that G is a group, prove that if G/Z{(G) is cyclic, then G is abelian {Z(G) is defined in Problem 10.10).
Show that the group G = S5 has order » = 8.

Determine all the 2-subgroups of Sj.

Determine all the Svlow 2-subgroups of S5 and determine which are normal.

For the quaternion group O = {1, £+, 7, + ik},

() Find all 2-subgroups of Q;

(#) Find all Sylow 2-subgroups of @ and determine which ones are normal;

(¢) Show that § = {*1, £} is a subgroup of @ and find all the normalizers of S'in O;
(d) Show that S = {+1, +k} is a subgroup of @ and find all the conjngates of Sin Q.

Let S be a subgroup of a group G and let ¢ € G. Define f : S — gsg™! such that f{s) = gsg~!. Show that [is
one to one.

Let G and 7 be groups and let § be a subgroup of . Let f : § — H be a homomorphism. Show that
A={x g, f{x) € 8} is a subgroup of G.

In Problem 10.23, if S is a normal subgroup of H, show that 4 is a normal subgroup of .

Suppose that pis a prime and that 0 < & < p. If Gis a group of order pk, show that if S'is a subgroup of G of
order p, then S is a normal subgroup of G.

Let S be a Sylow p-subgroup of a finite group G, where p is prime. Prove that if ¢Sg™! € S, then g € N(S).

Suppose that p and ¢ are primes where p > ¢. Suppose that G is a group of order pg. Given that g is an
element of G of order p, show that S{g) is a normal subgroup of G.

Prove Theorems II, TV, and IX.

Suppose G is a group of order 2p, where p is an odd prime. Show that G is abelian and cyclic.



Rings

INTRODUCTION

In this chapter we will study sets that are called rings. Examples of rings will be presented, some of which
are very familiar sets. Later, properties of rings will be examined, and we will observe that some
properties that hold in the familiar rings do not necessarily hold in all rings. Other topics include
mappings between rings, subsets of rings called ideals, and some special types of rings.

11.1 RINGS

DEFINITION 11.1: A non-empty set R is said to form a ring with respect to the binary operations
addition (+) and multiplication (-) provided, for arbitrary ., b, ¢, € R, the following properties hold:

Pi:(a+b)+c=a+(b+c) (Associative Law of addition)
P:a+b=b+a (Commutative Law of addition)
Ps: There exists z € R such that a+z = a. (Existence of an additive identity (zero))
P, For each a € R there exists —a £ R such that a + (—a) = 2. (Existence of additive inverses)
Ps: (a-b)-c=a-(b-o) (Associative Law of multiplication)
P ab+o)=a-b+a-c (Distributive Laws)

Pr:b+ca=b-a+c-a

EXAMPLE 1. Since the properties enumerated above are only a partial list of the properties common to Z R, @,
and € under ordinary addition and multiplication, it follows that these systems are examples of rings.

EXAMPLE 2. The set S = {x+ &3 +299:x, y,z O} is a ring with respect to addition and multiplication
on R. To prove this, we first show that S is closed with respect to these operations. We have, for

a+ b3+ 9, d+ed3+f9 € S,

(G+bv3+eN9)+(d+eV3 4 V) =(at+d)+(bte3tctHVoes

and (a4 b3+ c/Nd + e/3+ £4/9) = (ad + 3bf + 3ce) + (ae + bd + 3¢f)¥3
+{af +het+cd)V9eS

128
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Next, we note that P, P, Ps— P; hold since S is a subset of the ring R. Finally,
0 = 04 0+/3 +0+/9 satisfies P5, and for each x + p+/3 +24/9 € S there exists —x — yv/3 —2v/9 € S
which satisfies P4. Thus, S has all of the required properties of a ring.

EXAMPLE 3.

{a) The set § = {a, &} with addition and multiplication defined by the tables

+la b la &
ala b and ala a
bl b a bla b

() The set T = {a, b,c,d} with addition and multiplication defined by

is a ring.

and

2y
23
&,
=
o
29
I~
29
2
29

is a ring.

In Examples 1 and 2 the binary operations on the rings (the ring operations) coincide with ordinary
addition and multiplication on the various number systems involved; in Example 3, the ring operations
have no meaning beyond given in the tables. In this example there can be no confusion in using familiar
symbols to denote ring operations. However, when there is the possibility of confusion, we shall use &
and @ to indicate the ring operations.

EXAMPLE 4. Consider the set of rational numbers Q. Clearly addition {&) and multiplication (@) defined by

aBb=a-b and a®b=at+b foral abecl

where + and - are ordinary addition and multiplication on rational numbers, are binary operations on ). Now the
fact that Py, P», and Ps hold is immediate; also, P; holds with z = 1. We leave if for the reader to show that Py, Pg,
and P> do not hold and so @ is not a ring with respect to 4 and ©.

11.2 PROPERTIES OF RINGS

The elementary properties of rings are analogous to those properties of Z which do not depend upon
either the commutative law of multiplication or the existence of a multiplicative identity element. We call
attention here to some of these properties:

(i) Every ring is an abelian additive group.
(il) There exists a unigue additive identity element z, (the zero of the ring).
See Theorem ITI, Chapter 2.
(fi{) Each element has a unique additive inverse, (the negative of that element).
See Theorem IV, Chapter 2.
(iv) The Cancellation Law for addition holds.
(v) —(—a) =a, —(a+b) = (—a) +(=D) for all @, b of the ring.
(vi) a-z=2-a—1z2 For a proof, see Problem 11.4.

(vil) a(=b) = —(ab) = (—a)b
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11.3 SUBRINGS

DEFINITION 11.2: Let R be a ring. A non-empty subset S of the set R, which is itself a ring
with respect to the binary operations on R, is called a subring of R.

Note: When S is a subring of a ring R, it is evident that § is a subgroup of the additive group R.

EXAMPLE 5.

{g) From Example 1 it follows that Z is a subring of the rings @, R, C; that @ is a subring of R,C; and R is a
subring of C.

{#) In Example 2, S is a subring of .
() In Example 3(b), T1 = {a}, T» = {a, b} are subrings of 7. Why is T3 = {a, b, ¢} not a subring of 7?7
DEFINITION 11.3: The subrings {z} and R itsell of a ring R are called improper; other subrings, if
any, of R are called proper.

We leave for the reader the proof of
Theorem I. Let R bea ring and S be a proper subset of the set R. Then S is a subring of R if and only if

(@) S is closed with respect to the ring operations.
() foreach a < 8, we have —a £ 8.

11.4 TYPES OF RINGS

DEFINITION 11.4: A ring for which multiplication is commutative is called a commutative ring.
EXAMPLE 6. The rings of Examples 1, 2, 3{a) are commutative; the ring of Example 3{(4) is non-commutative, i.e.,
b-c=a,butec-b=c.

DEFINITION 11.5: A ring having a multiplicative identity element (urit element or unity) is called a
ring with identity element or ring with unity.

EXAMPLE 7. For each of the rings of Examples 1 and 2, the unity is 1. The unity of the ring of Example 3{a) is b;
the ring of Example 3{5) has no unity.

Let R be a ring of unity u. Then u is its own multiplicative inverse (u~! = u), but other non-zero
elements of R may or may not have multiplicative inverses. Multiplicative inverses, when they exist, are
always unique.

EXAMPLE 8.

{a¢) The ring of Problem 11.1 is a non-commutative ring without unity.

() The ring of Problem 11.2 is a commutative ring with unity u = 4. Here the non-zero elements b, e, f have no
multiplicative inverses; the inverses of ¢, d, g,k are g, d, ¢, h, respectively.

{¢) The ring of Problem 11.3 has as unity u = (1, 0,0, 1). (Show this.) Since (1,0, 1, 0)0,0,0, 1) = (0,0,0,0), while
(0,0,0, D{1,0,1,0) = {0,0,1,0), the ring is non-commmtative. The existence of multiplicative inverses is
discussed in Problem 11.5.

11.5 CHARACTERISTIC

DEFINITION 11.6: Let R be a ring with zero element z and suppose that there exists a positive
integer n such that na —a+a—+a+- .-+ a =1z for every a € R. The smallest such positive integer » is
called the characteristic of R. If no such integer exists, R is said to have characterisiic zero.
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EXAMPLE 9.
{a) The rings Z, @, R, C have characteristic zero since for these rings na — - a.

{(6) 1In Problem 11.1 we have a+a=>b+b=---=h+ h=a, the zero of the ring, and the characteristic of the
ring is two.

{¢) The ring of Problem 11.2 has characteristic four.

11.6 DIVISORS OF ZERO

DEFINITION 11.7: Let R be a ring with zero element z. An element a # z of R is called a divisor of
zero if there exists an element » £z of R such that a-b=zorb-a=1z.

EXAMPLE 10.
{a) The rings Z, @, R, C have no divisors of zero, that is, each system ab = ( always implies a =0 or b =10.
{6) For the ring of Problem 11.3, we have seen in Example 8(c) that (1,0, 1,0) and (0,0, 0, 1) are divisors of zero.

{¢) The ring of Problem 11.2 has divisors of zero since & - ¢ = ¢. Find all divisors of zero for this ring.

11.7 HOMOMORPHISMS AND ISOMORPHISMS

DEFINITION 11.8: A homomorphism (isomorphism) of the additive group of a ring R into (onto)
the additive group of a ring R’ which also preserves the second operation, multiplication, is called a
homomorphism (isomorphism) of R into (onto) R'.

EXAMPLE 11. Cousider the ring R = {a, &, ¢, d} with addition and multiplication tables

and

a0 R+
2o TR
o oRoR oo
TR 8 oo
bl N S Y

and the rings R = {p,q,r, s} with addition and multiplication tables

+ Fos rp g r s
r P g pls por g
g g p and glp g v s
F Fos r|#® F P F
§ s r s|qg § F P

The one-to-one mapping
asrnbogeos,dosp
carries R onto R’ (also R’ onto R) and at the same time preserves all binary operations; for example,

d=btcogts=p
b=c-des-p=y, ete.

Thus, R and R’ are isomorphic rings.
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Using the isomorphic rings R and R’ of Example 11, it is easy to verify
Theorem II. In any isomorphism of a ring R onto a ring R”:

(@) If zis the zero of R and 7’ is the zero of R/, we have z < 7'.
(F) R < R :a< a’,then —a < —a’.
(¢c) If uis the unity of ® and v’ is the unity of R/, we have n < u'.

(d) If R isa commutative ring, so also is R/.

11.8 IDEALS

DEFINITION 11.9: Let R be a ring with zero element z. A subgroup S of R, having the property
r-xeS(x-reS)forall x e Sand re R, is called a left (right) ideal in R.

Clearly, {z} and R itself are both left and right ideals in R, they are called @mproper left (right)
ideals in R. All other left (right) ideals in R, if any, are called proper.

DEFINITION 11.10: A subgroup of 7 of R which is both a left and right ideal in ‘R, that is, for all
xcJandre R bothr-x¢J and x-r ¢ 7, is called an ideal (invariant subring) in R.

Clearly, every left (right) ideal in a commutative ring R is an ideal in R.

DEFINITION 11.11:  For every ring R, the ideals {z} and R itself are called #nproper ideals in R; any
other ideals in R are called proper.

A ring having no proper ideals is called a simple ring.

EXAMPLE 12.

(o) For the ring § of Problem 11.1, {a,b,¢,d} is a proper right ideal in S {examine the first four rows
of the multiplication table), but not a left ideal (examine the first four columns of the same table). The proper
ideals in § are {a, ¢}.{a,e},{a, g}, and {a,c, e, g}.

{6) In the non-commnutative ring Z, the subgroup P of all integral multiples of any integer p is an ideal in Z.

{¢) Forevery fixed a, b ¢ @, the subgroup J = {{ar, br, as, bs) : r, s € 0} is a lett ideal in the ring M of Problem 11.3
and K = {(ar,as,br, bs) : r,5 € Q) is a right ideal in M since, for every (m,n,p, q) € M,

(m,n,p,q) - (ar, br, as, bs) = (almr + ns), blnr + ns), alpr + gs), Bpr + gs)) € J

and {ar,as, br,bs) - (m,n, p, q) = (almr + ps), alnr + gs), Bmr + ps), b{nr + gs)) € K.

Example 12(5) illustrates

Theorem HI. 1f p is an arbitrary element of a commutative ring R, then P={p.-r:r ¢ R} is an
ideal in R. For a proof, see Problem 11.9.

In Example 12(a), each element x of the left ideal {«, ¢, ¢, g} has the property that it is an element of §
for which r - x = a, the zero element of S, for every » € S. This illustrates

Theorem IV. Let R be a ring with zero element z; then

T={x:xcRr-x=#&x-r=1%) for all re R}

is a left (right) ideal in R.
Let P,02,S,T,... be any collection of ideals in a ring R and define 7 = PN ONSNT M. Since
each ideal of the collection is an abelian additive group, so also, by Theorem X, Chapter 9, is 7.



CHAP. 11] RINGS 133

Moreover, for any x € 7 and r € R, the product x - » and r - x belong to each ideal of the collection and,
hence, to 7. We have proved

Theorem V. The intersection of any collection of ideals in a ring is an ideal in the ring.
In Problem 11.10, we prove

Theorem VI. In any homomorphism of a ring R onto another ring R’ the set S of elements of R which
are mapped on #/, the zero element of R/, is an ideal in R.

EXAMPLE 13. Consider the ring G = {a+bi:a,b e Z} of Problem 11.8.

() The set of residue classes modulo 2 of G'is H = {[0],[1],[{],[1 +{]}. (Nete that 1 —i= 14 {mod 2).) From
the operation tables for addition and multiplication module 2, it will be found that H is a commutative ring with
unity; alse, H has divisors of zero although ¢ does not.

The mapping & — H : g — [g] is a homomorphism in which § = {2¢ : ¢ € G}, an ideal in &, is mapped on [0],
the zero element of H.

{b) The set of residue classes modulo 3 of G is

K={0LNLELRLII+ 2+ [1 4+ 2],[2 + 2]}

It can be shown as in (@) that K is a commutative ring with unity but is without divisors of zero.

11.9 PRINCIPAL IDEALS
DEFINITION 11.12: Let R be a ring and K be a right ideal in R with the further property

K={a-r:recR, aissome fixed element of K}

We shall then call K a principal right ideal in R and say that it is generated by the element @ of K.

Principal left ideals and principal ideals are defined analogously.

EXAMPLE 14.

{a) 1Inthering S of Problem 11.1, the subring {a, ¢} is a principal right ideal in S generated by the element g {see the
row of the multiplication table opposite g). Since r - g = a for every r € S (see the column of the multiplication
table headed g), {a, g} is not a principal left ideal and, hence, not a principal ideal in S.

(6) Inthe commutative ring S of Problem 11.2, theideal {a, 5, ¢, f}in Sis a principal ideal and may be thought of as
generated by either & or f.

{¢) In the ring § of Problem 11.1, the right ideal {a, &, ¢,d} in S is not a principal right ideal since it cannot be
generated by any one of its elements.

(dy Foranyme Z, J={mx:x¢c Z}is a principal ideal in Z.

In the ring Z, consider the principal ideal K generated by the element 12. It is clear that K is generated
also by the element —12. Since K can be generated by no other of its elements, let it be defined as
the principal ideal generated by 12. The generator 12 of K, besides being an element of K, is also an
element of each of its principal ideals: A4 generated by 6, B generated by 4, C generated by 3, D generated
by 2, and Z itsell. Now K< A, KC B, KcCcC, KcC D, KcCZ; moreover, 12 is not contained in
any other principal ideal of Z. Thus, K is the intersection of all principal ideals in Z in which 12 is
an element.

It follows readily that any principal ideal in Z generated by the integer m is contained in every
principal ideal in Z generated by a factor of m. In particular, if s is a prime the only principal ideal in Z
which properly contains the principal ideal generated by m is Z.
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Every ring R has at least one principal ideal, namely, the mu/l ideal {z} where z is the zero element
of R. Every ring with unity has at least two principal ideals, namely, {z} and the ideal R generated by
the unity.

DEFINITION 11.13:  Let R be a commutative ring. If every ideal in R is a principal ideal, we shall call
R a principal ideal ring.

For example, consider any ideal 7 # {0} in the ring of integers Z. If @ £ 0 € 7 so also is —a. Then 7
contains positive integers and, since Z7T is well ordered, contains a least positive integer, say, e. For any
b € 7, we have by the Division Algorithm of Chapter 5, Section 5.3,

b=e-g+rgrcZ0<r<e
Now e-g € 7; hence, r =0 and b = ¢-¢. Thus, 7 is a principal ideal in Z and we have proved

The ring Z is a principal ideal ring.

11.10  PRIME AND MAXIMAL IDEALS

DEFINITION 11.14:  An ideal 7 in a commutative ring R is said to be a prime ideal if, for arbitrary
element 7, s of R, the fact that » - s € 7 implies either » € 7 or 5 € 7.

EXAMPLE 15. In the ring Z,

(o) Theideal J = {7r:r < Z}, also written as J = (7), 18 a prime ideal since if a - & < J either 7|a or 7|5; hence, either
aeJorbeld

() The ideal K ={14r : r € Z} or K =(14) is not a prime ideal since, for example, 28 = 4 -7 € K, but neither 4
nor 7 is in K.

Example 15 illustrates

Theorem VII. In the ring Z a proper ideal 7 = {mr: r € Z,m # 0} is a prime ideal if and only if i is a
prime integer.

DEFINITION 11.15: A proper ideal 7 in a commutative ring R is called maximal if there exists no
proper ideal in R which properly contains 7.

EXAMPLE 16.
{a) Theideal Jof Example 15 is a maximal ideal in Z since the only ideal in Z which properly contains Jis Z itself.

(&) The ideal K of Example 15 is not a maximal ideal in Z since K is properly contained in J, which, in turn, is
properly contained in Z.

11.11 QUOTIENT RINGS

Since the additive group of a ring R is abelian, all of its subgroups are invariant subgroups. Thus, any
ideal 7 in the ring is an mvariant subgroup of the additive group R and the quotient group
R/T ={r+ T :re R} is the set of all distinct cosets of 7 in R. (Note: The use of » + 7 instead of
the familiar »7 for a coset is in a sense unnecessary since, by definition, ».7 = {roa:a € 7} and the
operation here is addition. Nevertheless, we shall use it.) In the section titled Quotient Groups in
Chapter 9, addition (+) on the cosets (of an additive group) was well defined by

{4+ ++T)= E+0+T.



CHAP. 11] RINGS 135

We now define multiplication (-) on the cosets by
x+D)-0+T=x-»+T

and establish that it too is well defined. For this purpose, suppose x’ = x + s and y’ = y + ¢ are the
elements of the additive group R such that x” + 7 and »’ + 7 are other representations of x + 7 and
¥+ 7, respectively. From

X+ T=x+)+T=x+IN+6+N=x+T
it follows that s (and similarly #) € 7. Then
'+ +DN=E"P)+T =[x D+ D+ P+EN+T=x-p+T

since x - 1,5 p,8- t € J and multiplication is well defined. (We have continued to call x + 7 a coset; in
ring theory, it is called a residue class of 7 in the ring R.)

EXAMPLE 17. Consider the ideal 7 = {3r : r € Z} of the ring Z and the quotient group Z, = {7, + 7,2+ J}.
It is clear that the elements of Z7 are simply the residue classes of Z5 and, thus, constitute a ring with respect to
addition and multiplication modulo 3.

Example 17 illustrates

Theorem VIII. If 7 is an ideal in a ring R, the quotient group R/.7 is a ring with respect to addition
and multiplication of cosets (residue classes) as defined above.

Note: It is customary to designate this ring by /7 and to call it the guotient or factor ring of R
relative to 7.

From the definition of addition and multiplication of residue classes, it follows that
(@) The mapping R — R/7 :a — a+ 7 is a homomorphism of R onto R/.7.
() T is the zero element of the ring R/7.
{(c) If Risa commutative ring, so also is R/.7.
(d) If R has a unity element u, so also has R/.7, namely u + 7.

(¢) If R is without divisors of zero, R/J may or may not have divisors of zero. For, while

(a+T7)-b+TDN=a-b+T =T

indicates a - b < 7, it does not necessarily imply either a € 7 or b € 7.

11.12 EUCLIDEAN RINGS

In the next chapter we shall be concerned with various types of rings, for example, commutative rings,
rings with unity, rings without divisors of zero, commutative rings with unity, ... obtained by adding to
the basic properties of a ring one or more other properties (see Section 7.8) of R. There are other types
of rings, and we end this chapter with a brief study of one of them.

DEFINITION 11.16: By a Euclidean ring is meant:

Any commutative ring R having the property that to each x € R a non-negative integer &(x) can be
assigned such that

(i) 8(x) = 0if and only if x = z, the zero element of R.
(i)) O(x-)) = 06(x) when x- ) £ Z.
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g.*r€R,

0 < 6(r) < 8(y)
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EXAMPLE 18. Z is a Euclidean ring. This follows easily by using 6{x) = |x| for every x € Z.

There follow

Theorem IX. Every Euclidean ring R is a principal ideal ring.

Theorem X. FEvery Euclidean ring has a unity.

11.1.

11.2.
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See also Problem 11.12.

The set S = {a,b,c.d,e.f, g, A} with addition and multiplication defined by
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is a ring. The complete verification that P; and Ps P;, Section 11.1, are satisfied is a considerable
chore, but the reader is urged to do a bit of “spot checking.” The zero element is @ and each
element is its own additive inverse.
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The set S of Problem 11.1 with addition and multiplication defined by

b e d f g h
a a a a a a a
b e [ b e f &
¢ fd g b h ¢
d b g h F e d
€ [4] € € a € €
5 e b f e b f
g f A ¢ b d g
h b ¢ d F g h

is a ring. What is the zero element? Find the additive inverse of each element.
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11.3. Prove: The set M = {(a,b,¢.d) : a, b, c,d € @} with addition and multiplication defined by

(abed)+(ef.g.h)=(@@+eb+fctgd+h
(a.b.c.d)e.f,g.h) = (ae + bg.af + bh,ce +dg, cf + dh)
for all (a, b, ¢, d), (e, f,g. h) € M is a ring.
The Associative and Commutative Laws for ring addition are immediate consequences of the Associative

and Commutative Laws of addition on @. The zero element of A is (0,0,0,0), and the additive inverse of
(a,b,c,d)is (—a, —b, — ¢, —d) € M. The Associafive Law for ring multiplication is verified as follows:

[(a,b,c,d)e.f,g. DUij. kD
= ({ae + bg)i + (af + biyk, (ae + bg)j + (af + bR, (ce + dg)i
+{cf + dh)k, (ce + dg)i + (cf + din)))
= {afei + /&) + Bgi + hk), alej + f) + b{gj + hi), clei + f&)
+ d(gi + ki), Aej + 1) + d(gf + D)
={a,b,c,d)ei+ fk,ef + 1, gi+ hic, gf + hi)
={a,b,c.d)l{e.f g Wik D]

for all (a,5,c.d).(e.f. g h).(i.j.k.]) € M.
The computations required to verify the distributive laws will be left for the reader.

11.4. Prove: If R is a ring with zero element z, then for all c€ R,a-z2=2-a=12.

Since a + z = a, it follows that

a-a={a+ne=(a-a)+z-a

Nowa-a=1(a-a)+z; hence,{a-a)+2z-a—=1{a-a)+ z Then, using the Cancellation Law, we havez-a = z.
Similatly, a-a =ala+2z)=a-a+a-zand ¢-z = .

11.5. Investigate the possibility of multiplicative inverses of elements of the ring M of Problem 11.3.
For any element (a, b, ¢, d) # (0,3, 0,0) of M, set
(a,b,c,d)p.q,r,5) ={ap+ br,aq + bs,cp + dr, cg +ds) = {1,0,0,1)

the unity of M, and examine the equations

. ap+br = |1 . ag+bs = 0
@) {cp+dr = 0 () {cq+ds = 1

for solutions p, g, r, 5.
From (i), we have {ad — bc)p = d; thus, provided ad — be #£ 0, p=(d/ad — bc) and r = (—c/ad — be).
Similarly, from (&), we find ¢ = (—&/ad — bc) and s = {a/ad — bc). We conclude that only those elements
(a,b,c,d) € M for which ad — be # 0 have multiplicative inverses.

11.6. Show that P = {(a. b, — b, a) : a, b ¢ Z} with addition and multiplication defined by

(b, —bay+(c.d, —dc)=(a+ec.b+d —b—d a+c)
and (a,b, — b,a)c,d, —d,c) = (ac — bd,ad + be, — ad — be, ac — bd)

is a commutative subring of the non-commutative ring M of Problem 11.3.
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First, we note that P is a subset of A and that the operations defined on P are precisely those defined
on M. Now P is closed with respect to these operations; moreover, (—a, — 5,5, — a) € P whenever

{¢,b, —b,a) € P. Thus, by Theorem I, P is a subring of M. Finally, for arbitrary {a b, — b, a),
(¢,d, —d,c) € P we have

(a,b, —b,ade,d, —d, o) =(c,d, —d,c)a, b, —b,a)

and P is a commutative ring.

11.7. Consider the mapping (a,b, — b, @) — a of the ring P of Problem 11.6 into the ring Z of integers.

The reader will show that the mapping carries

{a,b, —b,a) +{c,d, —d,&) >a+tc
(2,6, —b,0)-{c,d, —d,c) > ac— bd

Now the additive groups P and Z are homomorphic. (Why not isomorphic?) However, since ac — bd # ac
generally, the rings P and Z are not homomorphic under this mapping.

11.8. A complex number a + bi, where a,b € Z, is called a Gaussian integer. (In Problem 11.26, the

reader is asked to show that the set ¢ = {a + bi : a,b € Z} of all Gaussian integers is a ring with

respect to ordinary addition and multiplication on C.) Show that the ring P of Problem 11.6 and
7 are isomorphic.

Consider the mapping (a, b, — b,a) — a4+ bi of P into . The mapping is clearly one-to-one; moreover,
since
{a,b, —ba)+{c,d, —d, &) ={a+e¢,b+d, —b—d,a+¢)
—(a+)+{E+ i ={a+ b))+ (e +dD)

and {a,b, —b,a)e,d, —d, ¢)={ac— bd,ad + be, — ad — be,ac — bd)
— (ac — bd) + {ad + be)i = {a+ bi)(c + di)

all binary operations are preserved. Thus, P and & are isomorphic.

11.9. Prove: If p is an arbitrary element of a commutative ring R, then P = {p - r: » € R} is an ideal

in R.

We are to prove that P is a subgroup of the additive group R such that {(p - r)s € Pforall s € R. For all
r,s € R, we have

(i) p-r+p-s=plr+s €P,since r+ s R; thus Pis closed with respect to addition.

(ir) —{p-r)=p{—r) € P whenever p-r € P, since —r € R whenever r € R; by Theorem VII, Chapter 9,
P is a subgroup of the additive group.

(7ii) (p-r)s=plr-s) € Psince (r-s5) e R.

The proof is complete.

11.10. Prove: In any homomorphism of a ring R with multiplication denoted by -, into another ring R/

with multiplication denoted by [, the set § of elements of R which are mapped on #, the zero
element of R’, is an ideal in R.

By Theorem XXI, Chapter 9, §is a subgroup of ®’; hence, for arbitrary a, &, ¢ € S, Properties P,—P,,
Section 11.1, hold and ring addition is a binary operation on S.
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Since all elements of S are elements of R, Properties Ps—P; hold. Now foralla,b € S, a- & — #'; hence,
a-b €S and ring multiplication is a binary operation on S.
Finally, for every ¢ € § and g € R, we have

a-g—7 g =7 and g-a— g7 =7

Thus, Sis an ideal in R.

11.11. Prove: Theset R/ 7 = {r+ 7 : r € R} of the cosets of an ideal .7 in a ring R is itself a ring with
respect to addition and multiplication defined by
+D+@+ TN =&+nN+T
x+D-o+N=&-n+TF
forall x + 7, v+ .7 €« R/J.

Since 7 is an invariant subgroup of the group R, it follows that R /.7 is a group with respect to addition.
It is clear from the definition of multiplication that closure is ensured. There remains then to show that the
Associative Law and the Distributive Laws hold. We find for all w+ 7, x + 7, v+ .7 € R/T,

[w+T)-x+TN- v+ T =w-x+7)-+T=w-x)-y+FT=w-(x-y)+ 7
=w+T)x-y+N=w+T)-[lx+7)-+ T,
w+N-[x+N+E+N] =w+D-[x+»+T=w-x++T

=(w-xtw )+ T = rex+ D+ v+ )
= D) G+ T+ T+ )

and, in a similar manner,

[+ )+ G+ DNk T = (5 + ) - o+ D+ - (D,

11.12. Prove: The ring G — {a + bi: a. b € Z} is a Euclidean ring.

Define 8 4 pi) = o + f° for every « + i € G. [tis easily verified that the properties (i) and (ii), Section
11.12, for a Euclidean ring hold. (Note also that &« + £i) is simply the square of the amplitude of « + gi
and, hence, defined for all elements of C.)

For every x € G and y #z € G, complte x-v ' = s+ ti. Now if every s+t € G, the theorem would
follow readily; however, this is not the case as the reader will show by taking x =1+ i and y =2+ 3i.

Suppose then for a given x and v that s+ #i¢G. Let ¢c+dice @ be such that |c—s| <=1/2 and
|d — ¢ =1/2, and write x = y(¢+ di)+ r. Then

B{r)=fx — yle+d)] =0x— s+ )+ s+ td) — vic+ d0)]
= 8y{(s — &) + (t — Di}] = 16(3) < B().

Thus, {ii) holds and & is a Euclidean ring.

Supplementary Problems

11.13. Show that § = {2x: x € Z} with addition and multiplication as defined on Z is a ring while T = {2x +1:
x € Z} is not.
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11.14.

11.15.

11.16.

11.17.

11.18.

11.19.

11.20.

11.21.
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Verify that § of Problem 11.2 is a commutative ring with unity = A.

When a,b € Z define adsb=a+5b+1 and a©b=a+ b+ ab. Show that Z is a commnutative ring with
respect to @ and . What is the zero of the ring? Does it have a nnit element?

Verify that S = {a, b,¢,d, e, f, g} with addition and multiplication defined by

m

NS R0 S om Ry R
moR, 0 O B 0y e

R VI O S T
nomoog oo Ry S R

R S Y SO S~ ) B
e~ T S R~ 2
DR D DR R D DD
[ T~ SN~ O = I
R T o m o oRn
R T
oo B, g B0

T T T L
LT | S U S T o Y
S T
ST L)
L N T~ VI S Y Y

is a ring. What is its unity? its characteristic? Does it have divisors of zero? Is it a simple ring? Show that it is
isomorphic to the ring Z;.

Show that @ = {{z1, 22, — 23, 71) : 21, 22 € C} with addifion and multiplication defined as in Problem 11.3 is
a non-commutative ring with nnity {1,0, 0, 1). Verify that every element of () with the exception of the zero
element (z; = zz = 0 + 07) has an inverse in the form {Z1/A, — z3/A, 53 /A, 21/ A}, where A = 2112 + |22,
and thus the non-zero elements of @ form a multiplicative group.

Prove: In any ring R,

(o) —(—a)=aforeveryacR

(&) a(—b)= —{ab)=(—a)btorall a,b e R.
Hint. (@a+[(—a)—(—a)]=at+z=2a

Consider R, the set of all subsets of a given set S and define, for all 4,8 c R,
ABB=AUB—ANB and A0B=4NA8

Show that R is a commutative ring with unity.

Show that § ={{a, b, — b,2) : a,b € @} with addition and multiplication defined as in Problem 11.6 is a
ring. What is its zero? its unity? Is it a commutative ring? Follow through as in Problem 11.5 to show that
every element except {0,0,0,0) has a multiplicative inverse.

Complete the operation tables for the ring R = {a,&,¢,d}:

+ e b ¢ d - a ¢ d
ala b ¢ d ala a a a
b|b a d ¢ bla &

cl|le d a b c|a a
d|ld ¢ b a dla & ¢

Is R a commutative ring? Does it have a unity? What is its characteristic?

Hint.c-b=(b+d)-b.c-c=c-(b+d) etc.
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11.22.

11.23.

11.24.

11.25.

11.26.

11.27.

11.28.

11.29.

11.30.

11.31.

11.32.

11.33.

11.34.

11.35.

Complete the operation tables for the ring B = {a, 5, ¢, d}:

a ¢ d
ala a a a
b |la b
¢ |a ¢
dla b ¢

Is B a commutative ring? Does it have a unity? What is its characteristic? Verify that x* = x for every x < B.
A ring having this property is called a Boolean ring.

Prove: It B is a Boolean ring, then {a) it has characteristic two, {(5) it is a commutative ring.

Hint. Consider (x +y¥ = x + y when y = x and when y # x.

Let 1 be a ring with nnity and let @ and # be elements of %, with multiplicative inverses a=! and 471,
respectively. Show that (- 5)™" = o~ 1oL,

Show that {a},{a, b}, {a, b, ¢, d} are subrings of the ring § of Problem 11.1.

Show that G = {a+ bi : a, b € Z} with respect to addition and multiplication defined on Cis a subring of the
ring C.

Prove Theorem I, Section 11.3.

(@) Verify that R ={{z1,27,23.24) : 21, 22, 23, 24 € C} with addition and multiplication defined as in
Problem 3 is a ring with unity {1,0,0,1). Is it a commmutative ring?

() Show that the subset 5= {{z1,2y, — z3,21) : 21, z» € C} of R with addition and multiplication defined
as on R is a subring of R.

List all 15 subrings of S of Problem 11.1.
Prove: Every subring of a ring R is a subgroup of the additive group R.
Prove: A subset S of a ring R is a subring of R provided ¢ — & and - & € S whenever a,b6 € S.

Verity that the set Z, of integers modulo » is a commutative ring with unity. When is the ring without
divisors of zero? What is the characteristic of the ring Zs? of the ring Zs?

Show that the ring Z; is isomorphic to the ring of Example 3(a).
Prove Theorem II, Section 11.7.

{@) Show that M, = {{a,0,¢,d):a,¢,d € @} and My = {(,0,0,d) : a,d € @} with addition and multi-
plication defined as in Problem 11.3 are subrings of M of Problem 11.3.

(f) Show that the mapping
My — M: 2 (x,0,p,w) — (x,0,0,w)

is a homomeorphism.
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11.36.

11.37.

11.38.

11.39.

11.40.
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(¢) Show that the subset {(0,0,v,0):y< @} of elements of M; which in (&) are mapped into
(0,0,0,0) € M is a proper ideal in M.

{d) Find a homomorphism of M, into another of its subrings and, as in (¢), obtain another proper
ideal in M.

Prove: In any homomorphism of a ring R onto a ring R’, having 2’ as idenfity element, let
J={x:xeR, x>}
Then the ring R/.7 is isomorphic to R'.

Hint. Consider the mapping a+ 7 — a’ where a’ is the image of @ € R in the homomorphism.

Let a, b be commutative elements of a ring R of characteristic two. Show that (a + 5)° = & + #* = {a — b)%.

Let R be a ring with ring operations + and - let {a,#),(b,s) € R x Z. Show that
() R x Zis closed with respect to addition {f) and multiplication {©) defined by

(a,r)® (b,5) ={a+b,r+3)
(@, ) O (b, s)={a-b+rb+sars)

(ii) R x Z has (z,0) as zero element and (z, 1) as unity.

(if) R x Z1is a ring with respect to & and ©.

{(iv) R x{0}isanideal in R x Z.

(v) The mapping R <> R x {0} : x <> (x, ) is an isomorphism.

Prove Theorem IX, Section 11.12.
Hint. For any ideal 7 # {2} in R, select the least #(y), say &F), for all non-zero elements y € 7.
For every x € J write x = b- ¢+ r with ¢,r € 7 and either r = z or 6(r) < #¥5).
Prove Theorem X, Section 11.12.

Hint. Suppose R is generated by a; thena=a-s=s-aforsomese R. Foranybe R, b=qg-a=
gla-s)=b-s, and so on.



Integral Domains,
Division Rings, Fields

INTRODUCTION

In the previous chapter we introduced rings and observed that certain properties of familiar rings do not
necessarily apply to all rings. For example, in Z and R, the product of two non-zero elements must be
non-zero, but this is not true for some rings. In this chapter, we will study categories of rings for which
that property holds, along with other special properties.

12.1 INTEGRAL DOMAINS

DEFINITION 12.1: A commutative ring D, with unity and having no divisors of zero, is called an
integral domain.

EXAMPLE 1.
{z) The rings Z, O, [, and C are integral domains.

{b) The rings of Problems 11.1 and 11.2, Chapter 11, are not integral domains; in each, for example, f - e = a4, the
zero element of the ring.

{¢) Theset S = {r+s517: 7. 5 € Z} with addition and multiplication defined as on R is an integral domain. That S
is closed with respect to addition and multiplication is shown by

(a+ V1) +c+dVID =(a+)+ B+ dV1Te §
(a+ o 17¥e + dV1T) = (ac + 175d) + (ad +~ )17 € §

for all (a + by/17), (¢ + d+/17) € 5. Since § is a subset of R, § is without divisors of zero; also, the Associative
Laws, Commutative Laws, and Distributive Laws hold. The zero element of Sis 0 € R and every a+ b+/17 € S
has an additive inverse —a — b/17 € S. Thus, § is an integral domain.
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{d) Thering S ={a,b,¢,d,e,f,g k)Y with addition and multiplication defined by

Table 12-1
+|la & ¢ d e f g h a b ¢ d e f g h
ala b ¢ d e f g h alea a a a a a a a
b|lb a d ¢ f e h g bla b ¢ d e f g h
cele d a b g h e f cla ¢ h f g e b d
dld ¢ b a h g [ e dle d f g ¢ b h e
ele f g h a b ¢ d ela e g ¢ d h f b
F\f e h g b ad ¢ fla f e b h ¢ d ¢
glg h e f ¢ d a b gla g b h f d e ¢
hlh ¢ f e d ¢ b a hle h d e b g ¢ f

is an inftegral domain. Note that the non-zero elements of S form an abelian multiplicative group. We shall see
later that this is a common property of all finite integral domains.

A word of caution is necessary here. The term integral domain is used by some to denote
any ring without divisors of zero and by others to denote any commutative ring without divisors
of zero. See Problem 12.1.

The Cancellation Law for Addition holds in every integral domain D, since every element of 2 has
an additive inverse. In Problem 12.2 we show that the Cancellation Law for Multiplication also holds in
D in spite of the fact that the non-zero elements of D do not necessarily have multiplicative inverses. As a
result, “having no divisors of zero” in the definition of an integral domain may be replaced by ““for
which the Cancellation Law for Multiplication holds.”

In Problem 12.3, we prove

Theorem I. Let D be an integral domain and .7 be an ideal in D. Then D/.7 is an integral domain if and
only if 7 is a prime ideal in D.

12.2 UNIT, ASSOCIATE, DIVISOR

DEFINITION 12.2: ILet D be an integral domain. An element v of D having a multiplicative inverse in
D is called a wunit (regular element) of D. An element b of D is called an associate of ae Difb=v-aq,
where v is some unit of D.

EXAMPLE 2.
{g) The only nnits of Z are +1; the only associates of a € Z are +a.

(6) Consider the igtegral domain P = {r + 517 : v, 5 € Z}. Now a = a+ b/17 € D is a unit if and only if there
exists x + y+/17 € D such that

(a+6V1Dx + yV17) = (ax + 1760 + bx + ay)W1T =1 =14 0/17

Ly we obtain x = — b
bx+ay = 0 Tt — 17k a*— 176"
Nowary«/If eD,ie., x,yeZ, if and only if a* — 176> = +1: hence, m}s annitifand only it;a2 — 176 = +1.
Thus, +1, 4+ /17, =4+ /17 are units in D while 2 — /17 and —9 — 2/17 = (2 — ~/17X4 + +/17) are associates
in D.

From { and y=
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{¢) FEvery non-zero element of Z; = {0,1,2,3,4, 5 6} is aunit of Z; since 1 -1 = 1{mod 7), 2-4 = 1{mod 7), etc.
See Problem 12.4.

DEFINITION 12.3: An element ¢ of D is a divisor of b € D provided there exists an element ¢ of D
such that b =a - ¢

Note: Every non-zero element b of D has as divisors its associates in D and the units of D. These
divisors are called irivial (improper); all other divisors, if any, are called non-irivial (proper).

DEFINITION 12.4: A non-zero, non-unit element b of D, having only trivial divisors, is called a
prime (irreducible element) of D. An element b of D, having non-trivial divisors, is called a reducible
element of D.

For example, 15 has non-trivial divisors over Z but not over €; 7 is a prime in Z but not in €).
See Problem 12.5.
There follows

Theorem II. 1If D is an integral domain which is also a Euclidean ring then, for a #2, b #z of D,

&(a - b) = 6(a) if and only if b is a unit of D.

12.3 SUBDOMAINS

DEFINITION 12.5: A subset ¥ of an integral domain D, which is itself an integral domain with
respect to the ring operations of D, is called a subdomain of D.

It will be left for the reader to show that z and u, the zero and unity elements of D, are also the zero
and unity elements of any subdomain of D.
One of the more interesting subdomains of an integral domain D (see Problem 12.6) is

D ={m:ncZ}

where »u has the same meaning as in Chapter 11. For, if 2" be any other subdomain of D, then D’ is a
subdomain of 77, and hence, in the sense of inclusion, 77 is the least subdomain in D. Thus,

Theovem HI. If D is an integral domain, the subset 2 — {nu: n € Z} is its least subdomain.
DEFINITION 12.6: By the characteristic of an integral domain T we shall mean the characteristic, as
defined in Chapter 11, of the ring D.

The integral domains of Example 1{a) are then of characteristic zero, while that of Example 1(d) has
characteristic two. In Problem 12.7, we prove

Theorem IV. The characteristic of an integral domain is either zero or a prime.

Let D be an integral domain having T as its least subdomain and consider the mapping
Z— DY :n—

If D is of characteristic zero, the mapping is an isomorphism of Z onto T¥; hence, in D we may always
replace D’ by Z. If D is of characteristic p (a prime), the mapping

Zy — D :[n] — nu

is an isomorphism of Z, onto D"
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12.4 ORDERED INTEGRAL DOMAINS
DEFINITION 12.7:  An integral domain 2 which contains a subset D" having the properties:
(i) D" is closed with respect to addition and multiplication as defined on 2,
(i) for every @ € D, one and only one of
a=z ae Dt —ac Dt
holds,
is called an ordered integral domain.
The elements of D" are called the positive elements of 7; all other non-zero elements of 2 are called

negaitive elements of D.

EXAMPLE 3. The integral domains of Example 1{a) are ordered integral domains. In each, the set D consists of
the positive elements as defined in the chapter in which the domain was first considered.

Let D be an ordered integral domain and, for all ¢, » € D, define

a>b when a—beD"

and a<b fandonlyif &>a

Since @ >z means ¢ € D" and @ < z means —a € D', it follows that, if a # z. then &° € D'. In
particular, u € D,

Suppose now that D is an ordered integral domain with D™ well ordered; then u is the least element
of DF. For, should there exist ¢ € D™ withz < a < u, thenz < @ < au = a. Now @” € DT so that DT has
no least element, a contradiction.

In Problem 12.8, we prove

Theorem V. 1If D is an ordered integral domain with 1 well ordered, then

@ D ={pu:pecZ}
(i) D={wm:mecZ}
Moreover, the representation of any a € D as @ = mu is unigue.
There follow

Theorem VI. Two ordered integral domains D and 7, whose respective sets of positive elements ;"
and D, " are well ordered, are isomorphic.

and

Theorem VII. Apart from notation, the ring of integers Z is the only ordered integral domain whose set
of positive elements is well ordered.

12.5 DIVISION ALGORITHM

DEFINITION 12.8: Let D be an integral domain and suppose 4 € D is a commen divisor of the non-
zero elements a, b € D. We call d a greatest common divisor of @ and b provided for any other commeon
divisor &' € D, we have d'|d.

When D is also a Euclidean ring, &'|d is equivalent to 8(d) > 6(d').



CHAP. 12] INTEGRAL DOMAINS, DIVISION RINGS, FIELDS 147

(To show that this definition conforms with that of the greatest common divisor of two integers as
given in Chapter 5, suppose =d are the greatest common divisors of a,b € Z and let ' be any other
common divisor. Since for n € Z,0(n) = |n|, it follows that &) = 6(—d) while 6(d) > 0(d").)

We state for an integral domain which is also a Euclidean ring

The Division Algorithm. Let a £z and b be in D, an integral domain which is also a Euclidean ring.
There exist unique ¢, r € D such that

b=g-a+r, 0 <6(r) < 8(g)

See Problem 5.5, Chapter 3.

12.6 UNIQUE FACTORIZATION

In Chapter 5 it was shown that every integer a > | can be expressed uniquely (except for order of the
factors) as a product of positive primes. Suppose @ — py - p; - p3 is such a factorization. Then

—a=-pippp3=p1-—m)-ps=p1-p2-(=p3) =(=p1-p2-pa
=(=1Dp1-(=Dpz- (~D)ps

and this factorization in primes can be considered unique up to the use of unit elements as factors. We
may then restate the unique factorization theorem for integers as follows:

Any non-zero, non-unit element of Z can be expressed uniquely (up to the

order of factors and the use of unit elements as factors) as the product of

prime elements of Z. In this form we shall show later that the unique factorization
theorem holds in any integral domain which is also a Euclidean ring.

In Problem 12.9, we prove

Theorem VII. LetJ and K, each distinct from {z}, be principal ideals in an integral domain D. Then
J = K if and only if their generators are associate elements in D.

In Problem 12.10, we prove

Theorem IX. let a, b, p €D, an integral domain which is also a principal ideal ring, such that p|a - b.
Then if p is a prime element in D, pla or p|b.

A proof that the unique factorization theorem holds in an integral domain which is also a Euclidean
ring (sometimes called a Euclidean domain) is given in Problem 12.11.
As a consequence of Theorem IX, we have

Theorem X. In an integral domain D in which the unique factorization theorem holds, every prime
element in D generates a prime ideal.

12.7 DIVISION RINGS

DEFINITION 12.9: A ring £, whose non-zero elements form a multiplicative group, is called a division
ring (skew field or sfield).

Note: Every division ring has a unity and each of its non-zero elements has a multiplicative inverse.
Multiplication, however, is not necessarily commutative.
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EXAMPLE 4.

(o) The rings @, R, and € are division rings. Since mulfiplication is commutative, they are examples of
commutative division rings.

(%) The ring @ of Problem 11.17, Chapter 11, is a non-commutative division ring.

{¢) The ring Z is not a division ring. (Why?)
Let D be an integral domain having a finite number of elements. For any » # z € D, we have

(b-x:xeD\ =D

since otherwise b would be a divisor of zero. Thus, »- x = u for some x € D and b has a multiplicative

inverse in D. We have proved

Theorem XI. Every integral domain, having a finite number of elements, is a commutative division ring.
We now prove

Theorem XII. FEvery division ring is a simple ring.

For, suppose .7 # {z} is an ideal of a division ring £. If a #z € 7, we have a! € £ and
a-a'=ue J. Then for every be £, b-u=5¢c J; hence, 7 = L.

12.8 FIELDS

DEFINITION 12.10: A ring F whose non-zero elements form an abelian multiplicative group is called
a field.

EXAMPLE 5.
(o) The rings @, R, and C are ficlds.
{#) The ring § of Example 1{d) is a field.
{¢) The ring M of Problem 11.3, Chapter 11, is not a field.
Every field is an integral domain; hence, from Theorem 1V, Section 12.3, there follows
Theorem XIII. The characteristic of a field is either zero or is a prime.
Since every commutative division ring is a field, we have (see Theorem XI).
Theorem XIV. FEvery integral domain having a finite number of elements is a field.

DEFINITION 12.11:  Any subset F’ of a field JF, which is itself a field with respect to the field structure
of F, is called a subfield of F.

EXAMPLE 6. @ is a subfield of the fields R and C: also, R is a subfield of C.
See also Problem 12.12.

Let F be a field of characteristic zero. Its least subdomain, Z, is not a subfield. However, for each
b#0,beZ, wehave b~! € F; hence, for all @, b € Z with b # 0, it follows that - 5~! = a/b € F. Thus,
@ is the least subfield of F. Let F be a field of characteristic p, a prime. Then Z,, the least subdomain of
JF is the least subfield of F.

DEFINITION 12.12: A field F which has no proper subfield F’ is called a prime field.

Thus, @ is the prime field of characteristic zero and Z, is the prime field of characteristic p, where p is
a prime.
We state without proof
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Theorem XV. Let F be a prime field. If F has characteristic zero, it is isomorphic to @; if F has
characteristic p, a prime, it is isomorphic to Z,.

In Problem 12.13, we prove

Theorem XVI. let D be an integral domain and .7 an ideal in D. Then D/.7 is a field if and only if 7 is
a maximal ideal in D.

Solved Problems

12.1. Prove: The ring Z,, is an integral domain if and only if m is a prime.

Suppose m is a prime p. If [¢] and [s] are elements of Z, such that [r] - [s] = [0], then r -5 = O(mod p) and
¥ = 0{mod p) or s = H{mod p). Hence, [r] = [0] or [s] = [0]; and Z,, having no divisors of zero, is an integral
domain.

Suppose m is not a prime, that is, suppose m = nmy - my with 1 < my, my < m. Since [m] = [m1] - [m2] =[]
while neither [m;] = 0 nor [my] = 0, it is evident that Z,, has divisors of zero and, hence, is not an integral
domain.

12.2. Prove: For every integral domain the Cancellation Law of Multiplication
Ifa-c=b-¢ and c#1z, then a=2b

holds.

Froma-c=46-cwehavea-¢c —b-c=(a— &) -c =z Now D has no divisors of zero; hence, s — b =z and
a = b as required.

12.3. Prove: Let D be an integral domain and 7 be an ideal in D. Then D/.7 is an integral domain if
and only if 7 is a prime ideal in D.

The case 7 = P is trivial; we consider 7 < D.
Suppose 7 is a prime ideal in D. Since D is a commutative ring with unity, so also is /7. To show that

D/ is without divisors of zero, assume a+ .7, 5+ 7 € D/ 7 such that
la+TWe+T)=a-b+T=T

Now a- b < J and, by definition of a prime ideal, cither a € 7 or b € 7. Thus, cither a+ 7 or b+ 7 is the
zero element in D/ 7; and D/ .7, being withont divisors of zero, is an integral domain.
Conversely, suppose D/7 is an integral domain. Let ¢ £ z and b £ z of D be such that o -5 € 7. From

J=a-b+T=(a+T)No+T)

it follows that a+ 7 =7 or b+ 7 =7. Thus, a-b € J implies either a € 7 or b€ 7, and 7 is a prime ideal in D.

Note. Although D is free of divisors or zero, this property has not been used in the above proof.
Thus, in the theorem, “Let D be an integral domain™ may be replaced with “Let R be a commutative ring
with unity.”

12.4. let ¢ be some positive integer which is not a perfect square and consider the integral
domain P = {r + s/t 1 r, 5 € Z}. Foreach p = r + 54/t € D, define 5 = r — s/t and the norm of p
as N(p) = p- p. From Example 2(b), Section 12.2, we infer that p=a -+ b/t is a unit of D
if and only if N(g)=£l. Show that for «—=a+b/icD and B—=c+d/icD,
N{a - B) = N(a) - N(B).
We have « - 8 = (ac + bdf) + (ad + be)y/t and @ - = {ac + bdt) — (ad + be)+/t. Then N{a- ) = (e- Blu- 5 =
(ac+bdiy® —(ad + beYt = (0 — b20)(c* — d20) = N(e)- N(B), as required.
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12.8.

12.9.
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In the integral domain D = {r + /17 1 r, s € Z}, verify: (@) 9 —2+/17 is a prime (b) y =154+ 7/17
is reducible.

{a) Suppose @, 8 € D such that @- 8§ =9 — 2+/17. By Problem 12.4,

N{a-B) = N{@) - N(§) = N(O — 2/T) = 13
Since 13 is a prime integer, it divides either N{x) or N{f); hence, either § or « is a unit of D, and

9 —24/17 is a prime.

Suppose ¢ = a + /17, = ¢+ d+/17 € D such that ¢ - =y = 15 + 74/17; then N{a) - N{B) = —608.

b ba17 dn/ h th ~17; th =
From N@)=a"—176"=19 and N(B)=c*—17d"=-32, we obtain o=6—+/17 and
B =114 317 Since « and g are neither units of P nor associates of y, 15+ 74/17 is reducible.

Show that D’ — {pu : n € Z}, where u is the unity of an integral domain D, is a subdomain of D.

For every ru, su € D', we have

m+su={r+suecdD and {ru)(su) = rsu < D’

Hence D’ is closed with respect to the ring operations on D. Also,

u=zecD and lu=ue?

and for each ru € D’ there exists an additive inverse —ra € D’. Finally, {ra){su) = z implies ru = z or su = z.
Thus, D’ is an integral domain, a subdomain of D.

Prove: The characteristic of an integral domain D is either zero or a prime.

From Examples 1{a) and 1{d) it is evident that there exist integral domains of characteristic zero and
integral domains of characteristic m > 0.

Suppose D has characteristic » = my - mp With 1 < my, »o < m. Then »m = (min)(mon) = z and either
mn = Z Or npu = %, a confradiction. Thus, m is a prime.

Prove: If D is an ordered integral domain such that D is well ordered, then
(DD ={pu:pecZ (D ={mu:meZ}
Moreover, the representation of any ¢ € D as ¢ = mu is unique.

Since u € D" it follows by the closure property that 2u = u-+u < D and, by induction, that pu € D™ for
all p € Z*. Denote by E the set of all elements of DT not included in the set {pu : p € Z"} and by e the least
element of E. Now ug E so that e > u and, hence, e —u e D" but e —ug E. (Why?) Then ¢ — u = pu for
some p; € Z', and e =u -+ pyu = (1 + p;)n = pyu, where p; € Z". But this is a contradiction; hence, E £ @,
and () is established.

Suppose a € D but a¢ D; then either a=z or —ac D" If a = z, then a = Ou. If —a € DY, then, by (i),
—a = nm for some m € Z* so that a = (—mm, and (i) is established.

Clearly, if for any a € D we have botha = roand a = su, wherer,se Z, thenz=a —a=ra —su={r —s)u
and r = 5. Thus, the representation of each a € 7 as a = mm is unique.

Prove: Let J and K, each distinet from {z}, be principal ideals in an integral domain D. Then
J = K if and only if their generators are associate elements in D.

Let the generators of J and K be a and 5, respectively.
First, suppose ¢ and & are associates and b = ¢ - v, where v is a unit in 7. For any ¢ € K there exists some
s € D such that

e=b-s={a-v)s=alv-s)=a-¥, where s’ €D

Then ¢ € J and K € J. Now b = a - v implies 2 = b - v~!; thus, by repeating the argument with any 4 € J,
we have J € K. Hence, J = K as required.
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12.10.

12.11.

Conversely, suppose J = K. Then for some s,t e D wehavea=b-sand b = a-£. Now

a=b-s={a-Hs=all-s)
so that a—at-s)=ala—i-5)=¢z

where u is the unity and z is the zero element in D. Since a &£ z, by hypothesis, we have u — ¢ - 5 = # so that
t-s—=muand sis a unit in D. Thus, a and & are associate elements in D, as required.

Prove: Let a, b, p € D, an integral domain which is also a principal ideal ring, and suppose
pla - b. Then if p is a prime element in D, pla or plb.

If either ¢ or b is a unit or if @ or & {or both) is an associate of p, the theorem is trivial. Suppose the
contrary and, moreover, suppose p fa. Denote by 7 the ideal in D which is the intersection of all ideals in D
which contain both p and a. Since 7 is a principal ideal, suppose it is generated by ¢ € 7 so thatp = ¢ - x for
some x € D. Then either (i) x is a unitin D or (if) ¢ is a unit in D.

(i) Suppose x is a unit in D; then, by Theorem VIII, p and its associate ¢ generate the same
principal ideal 7. Since a € 7, we must have

a=c-g=p-h for some g, heD

But then pla, a contradiction; hence, x is nof a unit.
(ii) Suppose ¢ is a unit; then ¢-¢! =we J and J =D. Now there exist 5,7 D such that
u=p-s+ ¢-a, where u is the nnity of . Then

b=u-b={p-5)b+(t-a)b=pis-B)+Ha-5b)

and, since pla - b, we have p|b as required.

Prove: The unique factorization theorem holds in any integral domain D which is also a
Euclidean ring.

We are to prove that every non-zero, non-unit element of D can be expressed uniquely (up to the order of
the factors and the appearance of the unit elements as factors) as the product of prime elements of 7.

Suppose a # ¢ € D for which #{a) = 1. Write a = & - ¢ with 5 not a unit; then ¢ is a unit and a is a prime
element in D, since otherwise

B(a) = 6(b - ¢) > B(b) by Theorem II, Section 12.2

Next, let us assnume the theorem holds for all & € D for which 6(5) < m and consider ¢ € D for which
A(c) = m. Now if ¢ is a prime element in D, the theorem holds for ¢. Suppose, on the contrary, that cisnota
prime element and write ¢ = d - e where both d and e are proper divisors of ¢. By Theorem II, we have
#d) < m and #e) < m. By hypothesis, the unique factorization theorem holds for both ¢ and e so that we
have, say,

c=d-e=pi-pr-p3--Ps

Since this factorization of ¢ arises from the choice d, e of proper divisors, it may not be unique.

Suppose that for another choice of proper divisors we obtained ¢ = ¢y - g2 - g3 - - - ¢;. Consider the prime
factor p; of . By Theorem IX, Section 12.6, p1lq1 or p11{ga - g3 - - - ¢.); i p1 fqn then prlgs or prl(gs - - - ¢.); if
....... Suppose plg;. Then g; =/ - p; where [ is a unit in D since, otherwise, g, would not be a prime
clement in D. Repeating the argument on

propscope=fl @i g g1 g g

we find, say, /e 50 that gr = g - p2 with g a nnit in D. Continuing in this fashion, we ultimately find that,
apart from the order of the factors and the appearance of unit elements, the factorization of ¢ is unique.
This completes the proof of the theorem by induction on m {(see Problem 3.27, Chapter 3).
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Prove: § = {x + /3 +2v/9 : x, »,z € @} is a subfield of R.

From Example 2, Chapter 11, § is a subring of the ring R. Since the Commutative Law holds
in R and 1 =1+ 0¢3+0/9 is the multiplicative identity, it is necessary only to verify that for x4+ p&/3+

3 N .3
z+/9 % 0 € S, the multiplicative inverse = D3yz + 3221) D Y5 sz 49, where D = x34-3)° + 93—

Oxyz, is in S.
Prove: Let D be an integral domain and 7 an ideal in D. Then D/.7 is a field if and only if 7 is a
maximal ideal in D.

First, suppose 7 is a maximal ideal in 7; then 7 < D and (see Problem 12.3) D/.7 is a commutafive ring
with unity. To prove D/ 7 is a field, we mmst show that every non-zero element has a multiplicative inverse.
For any ¢ € D — 7, consider the subset

S={atg-x:aed xcD}

of D.ForanyyveDand a+g¢g-xe S, wehave (a+g-x)y=a-y+g(x-y) € §since a- y € J; similarly,
via+q-x) e S. Then Sis an ideal in D and, since 7 < S, we have § = D. Thus, any r € 7 may be written
as r=a+q-e, where ¢ € D. Suppose for u, the unity of D, we find

w—atq-f, feD

From

ut+ 7 =@+T)+g+T)-{f+T)=4G+T)(f+T)

it follows that /' + 7 is the multiplicative inverse of ¢ + 7. Since ¢ is an arbitrary element of D — 7, the ring
of cosets D/ 7 is a field.

Conversely, suppose D/ 7 is a field. We shall assume 7 not maximal in D and obtain a contradiction. Let
then J be an ideal in D such that 7 ¢ J ¢ D.

For any ¢ € D and any p € J — 7, define (p+ 7)) - (a+.7) = s+ .7 then
at+T=@+T)-6+T)

Now a—p-se Jand, since 7 CJ,a—p-seJ. But peJ; hence ¢ € J, and J =D, a contradiction of
J < D. Thus, 7 is maximal in D.
The note in Problem 12.3 also applies here.

Supplementary Problems

Emnmerate the properties of a set necessary to define an integral domain.

Which of the following sets are integral domains, assuming addition and multiplication defined as on [R:

(0 {2a+1:acZ} (e) {a+b3:abcZ)

(&) {2a:acZ} (F) {r+sv3:r5cQ)

(0 {a3:aeZ) (2) {a+b6v2+e5+dV10:ab,c,d e Z}
() {3:re@)
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12.16.

12.17.

12.18.

12.19.

12.20.

12.21.

12.22.

12.23.

12.24.

12.25.

For the set  of Gaussian integers (see Problem 11.8, Chapter 11), verify:
(o) G is an integral domain.

(5) a=a+biis aunit if and only if M{a) = a® + 6 = 1.

{¢) The only units are +1, +7.

Define S = {{ay, a1, a3, aq) : a; € R} with addition and multiplication defined respectively by

(a1, a2, a3, @) + (b1, b2, 03, 84) = {ay + by, a0+ by, a3 + b3, aq + by)
and (@1, a2, a3, aa){by, ba, b3, by) = (@ -bi,03-bay,a3- by, a4 - by)

Show that S is not an integral domain.

In the integral domain P of Example 2{#), Section 12.2, verify:
{@) 334817 and —33 £+ 8+/17 are units.
() 48 —11/17 and 379 — 924/17 are associates of 5+ 4/17.

(&) 8=2.2.2=20842V1D-8+2/17) = (5 + V175 — ~/17), in which each factor is a prime;
hence, nnique factorization in primes is not a property of .

Prove: The relation of association is an equivalence relation.

Prove: If, for « € D, N{w) is a prime integer then « is a prime element of D.

Prove: A ring R having the property that for each a #£ z, & € R there exists r € R such that ¢-r="5bisa
division ring.

Let D' = {[0], [5]} and D" = {[0], [2], [4], [6], [8]} be subsets of D = Zi,. Show:

{(a) D’ and D" are subdomains of D.

{#) D’ and Z, are isomorphic; also, D” and Zs are isomorphic.

{¢) Every a € D can be written uniquely as ¢ = a’ + a” where ¢’ € D’ and a” € D”.

{d) For a,beD, with a=a'+¢" and b=5"+b", a+ b=’ +b)+{&"+b") and a-b=
a' b a0

Prove: Theorem II.

Hint. If bis a unit then #(a) = 8[6(a - &)] = 6(a - ). If b is not a unit, consider a = gla- &)+ r,
where either r =z or 8(r) < Ha-b), fora#z c D.

Prove: The set S of all units of an integral domain is a multiplicative group.

Let D be an integral domain of characteristic p and D' = {xf : x € D). Prove: {a) (¢ + bf = a?f + 5% and
(&) the mapping D — D' : x — x? is an isomorphism.
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12.26. Show that for all a #£ z, b of any division ring, the equation ax = b has a solution.

12.27. The set Q={(q1 +qai+q3j+ q4k) : 1, g2, 93, g4 < B} of quaternions with addition and multiplication
defined by

(@ +mitasj+ aak) + (b + boi + b3 j + bak) = (@ + b1) + (a0 + bo)i -+ {as + bs)i + {aq + badk

(@ +mi+asj+aak) -{by +boi + baj+ bak) = (mb1 — apby — asbs — asby)

d
o +{arby 4 asb 4 asby — aabs)i+ (arhs — mby 4 a3by +aubn) j+ (@rby + arbs — asby +aaby)k

is to be proved a non-commutative division ring. Verify:

{a) The subsets Qr={(g1+g:i+H+08)}, and Qy={(q+0i+gs/+0k)}, and Q4={(g:+0i+
0j 4+ q4k)} of Q combine as does the set € of complex numbers; thus, 2 =72 =k>= 1.

(&) q1. ¢a2.qs, g4 commute with 7,7, k.
(&) ij=kjk=iki=j
dy ji=—k ki=—ith=—j
{¢) With O as defined in Problem 11.17, Chapter 11, the mapping
O — Qg1+ @i g3 + qai, —q3 + qai, 1 — @2i) = (g1 + @i + g3 ] + @ak)
is an isomorphism.

{ /) @ is a non-commutative division ring (see Example 4, Section 12.7).
12.28. Prove: A field is a commutative ring whose non-zero elements have multiplicative inverses.

12.29. Show that P = {{(a, b, —b,a) : a, b € R} with addition and multiplication defined by

(a,b, b, a) +{c,d,~d,0)={a+ec,bt+d —b—datc)
and {a,b, —b, a)c,d,—d, ¢) =(ac — bd, ad + be, —ad — be, ac — bd)

is a field. Show that P is isomorphic to ©C, the field of complex numbers.

12.30. (a) Show that {a+&+3:a bc @} and {a+ 52+ /5 +dV10 1a, b, ¢, d < Q) are subfields of [,
(5) Show that {a+ b2 1 a, b € Q) is not a subfield of R,

12.31. Prove: S={a+br:a,bcR r= —%{1 ++/3i} is a subfield of C.
-b b

a
— S.
a> —ab+ B2 al—ab—&-bzre

Hint. The multiplicative inverse of a+ br £ 0 € S is

12.32. (a) Show that the subsets S = {0],[5],[10]} and T = {[0],[3], [6], [9], [12]} of the ring Z;s are integral
domains with respect to the binary operations on Zis.

(&) Show that S is isomorphic te Z; and, hence, is a field of characteristic 3.

{¢) Show that T is a field of characteristic 5.
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12.33. Consider theideals 4 = {2g: g G}, B={5¢g:gc G, E={Tg:ge Gl and F={{1 +1)g : g € G} of G, the
ring of Gaussian integers. {a) Show that G/4 = G, and G/B = 5 are not integral domains. {5) Show that
G/E is a field of characteristic 7 and G/F is a field of characteristic 2.

12.34. Prove: A field contains no proper ideals.

12.35. Show that Problems 12.3 and 12.13 imply: If 7 is a maximal ideal in a commutative ring R with unity, then
J is a prime ideal in R.



Polynomials

INTRODUCTION

A considerable part of elementary algebra is concerned with certain types of functions, for example
1 +2%+ 3% x+x Bl o B

called polynomials in x. The coeflicients in these examples are integers, although it is not necessary that
they always be. In elementary calculus, the range of values in x (domain of definition of the function) is
R. In algebra, the range is C; for instance, the values of x for which 1 + 2x + 3x%is O are —1/3 + (v/2/3)i.

In light of Chapter 2, any polynomial in x can be thought of as a mapping of a set S (range of x)
onto a set 7" (range of values of the polynomial). Consider, for example, the polynomial 1 4+ +/2x — 3x7.
IfS=2Z then T C R and the same istrue if S =Q or S=R; if §=C, then T C C.

As in previous chapters, equality implies “identical with”’; thus, two polynomials in x are equal if
they have identical form. For example, ¢ + bx = c+ dx if and only if @ = ¢ and b =d. (Note that
a + bx = ¢ + dx is never to be considered here as an equation in x.)

Tt has been our experience that the images of each value of x € S are the same elements in 7 when
a(x) = B(x) and, in general, are distinct elements of 7" when a(x) # B(x). However, as will be seen from
Example 1 below, this familiar state of affairs is somehow dependent upon the range of x.

EXAMPLE 1. Consider the polynomials af{x) = [1]x and {x) = [1]x°, where [1] € Zs, and suppose the range of x
to be the field Zs = {[0].[11.[2].[3].[4]}. Clearly, af{x) and g(x) differ in form (are not equal polynomials); yet, as is
easily verified, their images for each x € Zs are identical.

Example 1 suggests that in our study of polynomials we begin by considering them as forms.

131 POLYNOMIAL FORMS
Let R be a ring and let x, called an indeterminate, be any symbol not found in R.

DEFINITION 13.1: By a polynomial in x over R will be meant any expression of the form

a(x) = apx’ +ax' Lt 4o = Zakxk, a eR

in which only a finite number of the @’s are different from z, the zero element of R.
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DEFINITION 13.2: Two polynomials in x over R, «(x) defined above, and

B(xX) = box® +byxl + box? - = Zbkxk, bieR

will be called equal, a(x) = B(x), provided a; = bz for all values of £.

In any polynomial, as «(x), each of the components agx”, ayx!, @ x%, ... will be called a term, as a;x’,
a; will be called the coefficient of the term. The terms of «(x) and 8(x) have been written in a prescribed
(but natural) order and we shall continue this practice. Then i, the superscript of x, 1s merely an indicator
of the position of the term «;x” in the polynomial. Likewise, juxtaposition of a; and x” in the term ax’ is
not to be construed as indicating multiplication and the plus signs between terms are to be thought of as
helpful connectives rather than operators. In fact, we might very well have written the polynomial a(x)
above as o = (@, a1, az, . . .).

If in a polynomial, as «(x), the coefficient a, +# z, while all coefficients of terms which follow are z,
we say that «(x) is of degree n and call a, its leading coefficient. In particular, the polynomial
apx” +2zx' +2x> + - - - is of degree zero with leading coefficient ay when ay # z and has no degree (and ne
leading coefficient) when ag — 2.

DEFINITION 13.3: Denote by R[x] the set of all polynomials in x over R and, for arbitrary
a(x), B(x) € R[x], define addition (+) and multiplication (-) on R[x] by

o) + B(x) = (ap + b)x® + (a1 + b)x' + (@ + b)x? + -+ -
= Z(ak + bk)xk

and o(x) - B(x) = apbox” + (aghy + mbo)x! + (apbs + @by + anby)x”® + - - -

k
= chxk, where ¢; = Zaibk,i
0

(Note that multiplication of elements of R is indicated here by juxtaposition.)
The reader may find it helpful to see these definitions written out in full as

a(X)EB(x) = (ay & bo)x" + (@1 & b)x" + (@ ® b)x” + -+
and w(XEAX) = (@ C b)) + (@, Oh @& a1 O b)x' + (@ O b+ a1 O b1 & a2 © by)x* - --

in which H and [] are the newly defined operations on R[x], ¢ and ¢ are the binary operations on R
and, again, + is a connective.

It is clear that both the sum and product of elements of R[x] are elements of R[x], i.e., have only a
finite number of terms with non-zero coefficients € R. It is easy to verify that addition on R|[x] is both
associative and commutative and that multiplication is associative and distributive with respect to
addition. Moreover, the zero polynomial

2x’ +zx! +2xt .= szk € Rx]
is the additive identity or zero element of R[x] while
—efx) = —apx” + (—a)x! +(—@)F + - =Y (@) ¢ RIx]

1s the additive inverse of w(x). Thus,

Theorem 1. The set of all polynomials R[x] in x over R is a ring with respect to addition and
multiplication as defined above.
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Let a(x) and B(x) have respective degrees m and n. If m # n, the degree of a(x) + B(x) is the larger of
m, n; if m = n, the degree of a(x) + B(x) is at most m (why?). The degree of a(x) - B(x) is at most m +#n
since a,,b, may be z. However, if R is free of divisors of zero, the degree of the product is m + n.
(Whenever convenient we shall follow practice and write a polynomial of degree m as consisting of no
more than m + 1 terms.)

Consider now the subset S = {#x°:r e R} of R[x] consisting of the zero polynomial and all
polynomials of degree zero. It is easily verified that the mapping

R—=S:r—rd

]

is an isomorphism. As a consequence, we may hereafter write ap for agx” in any polynomial «(x) € R[x].

13.2 MONIC POLYNOMIALS

Let R be a ring with unity u. Then u= ux? is the unity of R[x] since ux” . a(x) = a(x) for every
a(x) € R[x]. Also, writing x =ux' =zx"+ux!, we have xeR[x] Now afx-x-x--- to k
factors) = azx* € R[x] so that in a(x) =ay+ a1x +a@x>+--- we may consider the superscript i in
a;x* as truly an exponent, juxtaposition in any term ;x° as (polynomial) ring multiplication, and the
connective + as (polynomial) ring addition.

DEFINITION 13.4:  Any polynomial a(x) of degree m over R with leading coefficient u, the unity of R,
will be called monic.

EXAMPLE 2.

{1) The polynomials 1,x +3, and x* — 5x + 4 are monic, while 2x*> — x + 5 is not a monic polynomial over Z
{or any ring having Z as a subring).

() The polynomials &, 5x + f, and bx® + dx + e are monic polynomials in S[x] over the ring § of Example 1(d),
Chapter 12, Section 12.1.

13.3 DIVISION
In Problem 13.1 we prove the first part of

Theorem II. Let R be a ring with unity u, e(x) = ap + a1x + @x? + - - - + aux™ € R[x] be either the
zero polynomial or a polynomial of degree m, and 8(x) = by + b1x + byx” - - - + ux" € R[x] be a monic
polynomial of degree n. Then there exist unique polynomials gg(x), rgr(x); gr(x), rr(x) € R[x] with
rr(x), rr(x) either the zero polvnomial or of degree < # such that

(1) ofx) = gr{x) - B(X) + rr(x)
and

(H)  (x) = B(x) - qr(x) + ro(x)

In (i) of Theorem II we say that «(x) has been divided on the right by 8(x) to obtain the right quotient
gr(x) and right remainder rx(x). Similarly, in (#) we say that «(x) has been divided on the left by B(x)
to obtain the left quotient qr(x) and left remainder rr(x). When rg(x) = z (rp(x) = z), we call 8(x) a right
(left) divisor of a(x).
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For the special case f(x) =ux — b = x — b, Theorem II yields (see Problem 13.2),
Theorem III. The right and left remaimders when «(x) is divided by x — b, b € R, are, respectively,

Fr=ap+ab+ @b+ + ah’
and rr=ag+ba +bar + - -+ Bay,

There follows
Theorem IV. A polynomial a(x) has x — b as right (left) divisor if and only if rg = 2 (rr = 2).

Examples illustrating Theorems 11 1V when R is non-commutative will be deferred until Chapter 17.
The remainder of this chapter will be devoted to the study of certain polynomial rings R[x] obtained by
further specializing the coefficient ring R.

13.4 COMMUTATIVE POLYNOMIAL RINGS WITH UNITY

Let R be a commutative ring with unity. Then R[x] is a commutative ring with unity (what is its unity?)
and Theorems I1 IV may be restated without distinction between right and left quotients (we replace
gr(x) = gr(x) by g(x)), remainders (we replace rg(x) = rr(x) by #(x)), and divisors. Thus (7) and (i) of
Theorem II may be replaced by

() afx) = g(x) - Blx) + r(x)

and, in particular, we have

Theorem IV’. In a commutative polynomial ring with unity, a polynomial «(x) of degree s has x — b
as divisor if and only if the remainder

(@ r=a+ab+abi+ - +ab” =1z
When, as in Theorem IV, r =z then b is called a zero (root) of the polynomial a(x).
EXAMPLE 3.

{a) The polynomial x* — 4 over Z has 2 and —2 as zeros since (23 —4 =0 and (=2)* — 4=0.

{#) The polynomial [3]x* — [4] over the ring Z; has [2] and [6] as zeros while the polynomial [1]x* — [1] over Zg has
[11,[3],[5].[7] as zeros.

When R is without divisors of zero so also is R[x]. For, suppose a(x) and §(x) are elements of R[x],
of respective degrees m and u, and that

a(x) - B(x) = aghy + (@b + a1bg)x + -« + apbyx™" =2

Then each coeflicient in the product and, in particular a,,b,, 1s z. But R is without divisors of zero; hence,
amby = 2 if and only if a,, =z or b, = 2. Since this contradicts the assumption that «(x) and B(x) have
degrees m and n, R|x] is without divisors of zero.

There follows

Theorem V. A polynomial ring R[x] is an integral domain if and only if the coefficient ring R is an
integral domain.



160 POLYNOMIALS [CHAP. 13

13.5 SUBSTITUTION PROCESS

An examination of the remainder
(@ r=a+ab+ab +--+ad”

in Theorem IV’ shows that it may be obtained mechanically by replacing x by b throughout a(x) and,
of course, interpreting juxtaposition of elements as indicating multiplication in R. Thus, by defining f(5)
to mean the expression obtained by substituting # for x throughout #(x), we may (and will hereafter)
replace r in (&) by a(b). This is, to be sure, the familiar substitution process in elementary algebra where
(let it be noted) x is considered a variable rather than an indeterminate.

It will be left for the reader to show that the substitution process will not lead to future difficulties,
that is, to show that for a given b € R, the mapping

fix) = f(h) for all fix) € Rlx]

is a ring homomorphism of R[x] onto R.

13.6 THE POLYNOMIAL DOMAIN F[x]

The most important polynomial domains arise when the coefticient ring is a field F. We recall that every
non-zero element of a field  is a unit of F and restate for the integral domain F[x] the principal results
of the sections above as follows:

The Division Algovithm. 1If o(x), f(x) € F|x] where B(x) £ z, there exist unique polynomials g(x), » (x)
with #(x) either the zero polynomial of degree less than that of 8(x), such that

af(x) = g(x) - B(X) + r(x)
For a proof, see Problem 13.4.
When #(x) 1s the zero polynomial, 8(x) is called a divisor of a(x) and we write B(x)|e(x).
The Remainder Theorem. 1f w(x), x — b € Flx], the remainder when «(x) is divided by x — & is «(b).
The Factor Theorem. 1fa(x) ¢ Flx]and b ¢ F, then x — bis a factor of alx) if and only if a(h) = z, that
is, x — b is a factor of «(x) if and only if b is a zero of «ix).
There follow

Theorem VI. Let o(x) € Flx] have degree m > 0 and leading coefficient a. If the distinct elements
b1,bo, ..., by of F are zeros of «(x), then

a(x) = alx — by)(x — b2) - (x — by,)

For a proof, see Problem 13.5.

Theorem VII. Every polynomial a(x) € F[x] of degree m > 0 has at most m distinct zeros mn F.

EXAMPLE 4.
(@) The polynomial 2x*> + 7x — 15 € @[x] has the zeros 3/2, — 5 < Q.

(/) The polynomial x? + 2x + 3 € C[x] has the zeros —1 + +/2i and —1 — +/2i over C. However, x* + 2x + 3 € Q[x]
has no zeros in Q.
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Theorem VIII. Let w(x), B(x) € F[x] be such that a(s) = B(s) for every s € F. Then, if the number of
elements in F exceeds the degrees of both «(x) and S(x), we have necessarily w(x) = B(x).

For a proof, see Problem 13.6.
EXAMPLE 5. Itisnow clear that the polynomials of Example 1 are distinct, whether considered as functions or as
forms, since the number of elements of 7 = Zs does not exceed the degree of both polynomials. What then appeared

in Example 1 to be a contradiction of the reader’s past experience was due, of course, to the fact that this past
experience had been limited solely to infinite fields.

13.7 PRIME POLYNOMIALS

It is not difficult to show that the only units of a polynomial domain F|[x] are the non-zero elements (i.e.,
the units) of the coefficient ring JF. Thus, the only associates of «(x) € F[x] are the elements v- a(x) of
F[x] in which v is any unit of F.

Since for any v # z € F and any a(x) € Flx],

a(x) =v ' a(x)-v
while, whenever a(x) = ¢(x) - 8(x),

a(x) = [v-'g()] - [v - B0

it follows that (a) every unit of F and every associate of a(x) is a divisor of a(x) and (&) if 8(x)|e(x) so
also does every associate of S(x). The units of F and the associates of w(x) are called trivial divisors of
a(x). Other divisors of «(x), if any, are called non-trivial divisors.

DEFINITION 13.5: A polynomial «(x)< F[x] of degree m > 1 is called a prime (irreducible)
polynomial over F if its only divisors are trivial.

EXAMPLE 6.
{z) The polynomial 3x* 4 2x+ 1 € R[x] is a prime polynomial over R.

(&) Every polynomial ax + & € Flx], with a #£ 2, is a prime polynomial aver F.

13.8 THE POLYNOMIAL DOMAIN C[x]

Consider an arbitrary polynomial
B(x) = by + b1x + bax” + -+ byx™ € Clx]

of degree m > 1. We shall be concerned in this section with a number of elementary theorems having to
do with the zeros of such polynomials and, in particular, with the subset of all polynomials of C[x] whose
coefficients are rational numbers. Most of the theorems will be found in any college algebra text stated,
however, in terms of roots of equations rather than in terms of zeros of polynomials.

Suppose r € C is a zero of 8(x). Then 8(r) = 0 and, since b,,~' € C, also b, " - 8(r) = 0. Thus, the
zeros of B(x) are precisely those of its monic associate

alx)=by B =y Fax+@x’+ o F @ X+ x™

Whenever more convenient, we shall deal with monic polynomials.
It is well known that when m =1, alx)=ayp+x has —ay as zero and when m =2,

a(x) = ag + aix + x* has $(—a1 — ar? — 4ay) and L (—ay + /a1 — 4ay) as zeros. In Chapter 8, it was
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shown how to find the # roots of any « € C; thus, every polynomial x” — g € C[x] has at least »
zeros over C. There exist formulas (see Problems 13.16 13.19) which vield the zeros of all polynomials
of degrees 3 and 4. It is also known that no formulas can be devised for arbitrary polynomials of
degree m > 3.

By Theorem VII any polynomial a(x) of degree i > 1 can have no more than m distinct zeros. In the
paragraph above, a(x) = ay+ a1x + x° will have two distinct zeros il and only if its discriminant
@? — day # 0. We shall then call each a simple zero of w(x). However, if' @ — 4ay = 0, each formula
yields —3a; as a zero. We shall then call —{ay a zero of multiplicity two of a(x) and exhibit the zeros as
— %Cl] e %Cl] .

EXAMPLE 7.

{(¢) The polynomial x* +x* — 5x+ 3 = {x — 1)*(x + 3) has —3 as simple zero and 1 as zero of multiplicity two.

() The polynomial x* — x* —3x2+ 5x —2 = (x — 1(x = 2) has —2 as simple zero and 1 as zero of multiplicity
three.

The so-called

Fundamental Theorem of Algebra. Every polynomial a(x) £ Clx] of degree m > 1 has at least one zero
in C.

will be assumed here as a postulate. There follows, by induction

Theorem IX. Every polynomial a(x) € Clx] of degree m = 1 has precisely m zeros over C, with the
understanding that any zero of multiplicity » is to be counted as #n of the m zeros.

and, hence,

Theorem X. Any w(x) € C[x] of degree s > 1 is either of the first degree or may be written as the
product of polynomials € C[x] each of the first degree.

Except for the special cases noted above, the problem of finding the zeros of a given polvnomial is a
difficult one and will not be considered here. In the remainder of this section we shall limit our attention
to certain subsets of C[x] obtained by restricting the ring of coefficients.

First, let us suppose that

a(X) = ay + a1x + a2 x* + - + apx™ € R[x]
of degree m > | has r — a + bi as zero, Le.,
) =ay+ayr+amr+ o FapT =s+ti=0
By Problem 8.2, Chapter 8, we have
) =ay +aF +@F ot ayF" = s+t =0

so that
Theorem XI. 1If r € Cis a zero of any polynomial a(x) with real coefficients, then 7 is also a zero of a(x).

Let r =a+ bi, with b #0, be a zero of «(x). By Theorem XI 7 =a — bi is also a zero and we
may write

a(x) = [x — (a + bi)|[x — (a — bi)] - a1 (x)

=[x = 2ax +a* + 5] - a1(x)
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where «1(x) is a polynomial of degree two less than that of w(x) and has real coefficients. Since a
quadratic polynomial with real coefficients will have imaginary zeros if and only if its discriminant is
negative, we have

Theorem XII. The polynomials of the first degree and the quadratic polynomials with negative
discriminant are the only polynomials € R[x] which are primes over [;

and
Theorem XII. A polynomial of odd degree € [R[x] necessarily has a real zero.

Suppose next that
B(x) = by + bix +bax? + -+ bpx™ € Q[x]
Let ¢ be the greatest common divisor of the numerators of the 5’s and 4 be the least common multiple of
the denominators of the ’s; then

d
o(x) :;-ﬁ(x): dy + a1 x + ax? + o+ a@x™ e Q]

has integral coefficients whose only common divisors are +1 the units of Z. Moreover, 8(x) and «(x)
have precisely the same zeros.
If r £ @ is a zero of w(x), i.e., if

gy =ay+ar+ar’+ o +a,r" =0

there follow readily

(i) 1if reZ, then rlag
(i) if r = s/t a common fraction in lowest terms, then

" a(s/) = aot™ +arst” b st 4 a8 ™ =0

so that s|ay and t|a,,. We have proved

Theorem XIV. Let

o(X) = do + mx + @rx? + - + @px”

be a polvnomial of degree m > | having integral coefficients. If s/¢ € Q, with (s, £) = 1, is a zero of a(x),
then g|ag and #|a,,.

EXAMPLE 8.

{a) The possible rational zeros of
wx) =3+ 227 —Tx+2

are £1, 2, +1, +2 Now of1) = 0, a(~1) # 0,a(2) #0,a(~2) = 0,e(}) = 0, a{ - D # 0,0 # 0, a(~H#0
so that the rational zeros are 1, —2, £ and a(x) = 3(x — I)}{(x +2)(x — ).

Note. By Theorem VII, a{x) can have no more than three distinct zeros. Thus, once these have been found,
2

all other possibilities untested may be discarded. It was not necessary here to test the possibilities —%, %, —~iz.

{f) The possible rational zeros of

alx)=4dx" —dx* — 5> + 5" +x— 1
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are +1, £1, +1 Now (1) = 0,a(—1) = 0,a() = 0,a(—3) = 0 so that

alx)=4Hx— Dix+ 1)(x —%) (x +%) H{x—1

and the rational zeros are 1,1, — 1, 2, — L

{¢) The possible rational zeros of
alxy=x' -2 -5+ 4x+6
are =1, £2, £+ 3, £ 6. For these, only a(—1) = 0 and «(3) = 0 so that
a(x) = (x+ D(x — 3Hx* - 2)
Since none of the possible zeros 41, 4+ 2 of x* — 2 are zeros, it follows that x> — 2 is a prime polynomial over )

and the only rational zeros of a{x) are —1, 3.

() Of the possible rational zeros: £1, +4, +1 +1 of afx) = 6x* — 5x° + 7x* — 5x+ 1 only ! and ! are zeros.
Then a(x) = 6(x — 2)(x — D(x* + 1) so that x> + 1 is a prime polynomial over @, and the rational zeros of a(x)

11
are 5, 5-

{e) The possible rational zeros of
alx)=3x"— 6x° +4x* — 10x+ 2

are -1, 42, i%, i%. Since none, in fact, is a zero, af{x) is a prime polynomial over ().

13.9 GREATEST COMMON DIVISOR
DEFINITION 13.6: Let «(x) and B(x) be non-zero polynomials in F[x]. The polynomial d(x) € F[x]
having the properties

(1) d(x) is monic,
2)  d(¥)a(x) and d(x)|B(x).
(3) for every ¢(x) € F|x] such that c(x)|e(x) and c(x)|B(x). we have c(x)|d(x),

is called the greatest common divisor of «(x) and B(x).

It is evident (see Problem 13.7) that the greatest common divisor of two polynomials in F[x] can be
found in the same manner as the greatest common divisor of two integers in Chapter 5. For the sake of
variety, we prove in Problem 13.8

Theorem XV. Let the non-zero polynomials a(x) and S(x) be in F[x]. The monic polynomial

(0) d(x) =s(x) (X)) + 1x) - B(x).  s(x).4x) € Flx]

of least degree is the greatest common divisor of «(x) and B(x).
There follow

Theorem XVI. Let a(x) of degree m > 2 and B(x) of degree n >2 be in F[x]. Then non-zero
polynomials p(x) of degree at most n — 1 and v(x) of degree at most m — 1 exist in F[x] such that

() wx) a(x)+v(x) Blx) =z

if and only if &(x) and S(x) are not relatively prime.
For a proof, see Problem 13.9.
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and

Theorem XVII. If w«(x), B(x), p(x) € Flx] with a(x) and p(x) relatively prime, then p(x)|a(x) - 5(x)
implies p(x)|8(x).
In Problem 13.10, we prove

The Unigue Factovization Theorem. Any polynomial a(x), of degree m > 1 and with leading coefficient
¢, in F[x] can be written as

a(x) = a- [pr (T - )™ -« [ ()™
where the p;(x) are monic prime polynomials over F and the m; are positive integers. Moreover, except
for the order of the factors, the factorization is unique.
EXAMPLE 9. Decompose a(x) = 4x* + 3x> + 4x? + 4x + 6 over Z, into a product of prime polynomials.

We have, with the nunderstanding that all coefficients are residue classes modulo 7,

ofx) = 4x* + 37 + 4 +4x 4+ 6 = 4x* + 2457 + 4% + 4x +20
=4 +6° + 2+ x4+ ) =+ D +5x2 +3x+5)
=4x+ DE N+ 2+ D =4x + D(x+ D+ N +6)
=4Hx+ Dx+3)(x+6)

13.10 PROPERTIES OF THE POLYNOMIAL DOMAIN F[x]

The ring of polynomials F[x] over a field F has a number of properties which parallel those of the ring Z
of integers. For example, each has prime elements, each is a Euclidean ring (see Problem 13.11), and each
is a principal ideal ring (see Theorem IX, Chapter 11). Moreover, and this will be our primary concern
here, F[x] may be partitioned by any polynomial i(x) € F[x] of degree n > 1 into a ring

Flxl/(x)) = {[afx)], [B)], - - .}

of equivalence classes just as Z was partitioned into the ring Z,,. (Recall, this was defined as the quotient
ring in Section 11.11.) For any a(x), B(x) ¢ F[x] we define

(D) )] = fe(x) + p(x) - Mx) 1 pu(x) € Flxl}

Then w(x) € [a(x)], since the zero element of JF is also an element of F[x], and [e«(x)] = [B(x)] if and only
if @(x) = B(x)(mod A(x)), i.e., if and only if A(x)|(a(x) — B(x)).

We now define addition and multiplication on these equivalence classes by
[ )] + [B(x)] = [ee(x) + B(x)]
and
()] - [B(x)] = o x) - B(x)]
respectively, and leave for the reader to prove

(@) Addition and multiplication are well-defined operations on F[x]/(A(x)).

(b) Flx|/(A(x)) has [z] as zero element and [u] as unity, where z and u, respectively, are the zero and
unity of F.

(c) Flx]/(0(x)) is a commutative ring with unity.
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In Problem 13.12, we prove
Theorem XVIII. The ring F[x]/(0.(x)) contains a subring which is isomorphic to the field F.

If A(x) is of degree 1, it is clear that F[x]/(A(x)) is the field F; if A(x) is of degree 2, F[x]/(A{(x)
consists of F together with all equivalence classes {[ay + a1x] : ag, a1 € F, @ # z}; 1n general, if A(x) is of
degree #, we have

FI/OG) = {lag + arx + asx” + -+ + a1 x" '] @ € F}

Now the definitions of addition and multiplication on equivalence classes and the isomorphism: &; <> [a;]
imply

[a0 + a1x + axx” 4+ + a1 x™ '] = fag] + [ ][x] + [@)[xF + -+ + [ap_1] - [x]"
=ay +ar[x] + as[x] + -+ apalx]™
As a final simplification, let [x] be replaced by & so that we have
FIx/ (M) = {ao + anf + @ + -+ + a, 15" gy € F)

In Problem 13.13, we prove

Theorem XIX. The ring F[x]/(3(x))is a field if and only if A(x) is a prime polynomial over F.

EXAMPLE 10. Consider A{x) = x* — 3 € (J[x], a prime polynomial over 0. Now

Qx]/(x* — 3) = {a0 + @1§ : @p. a1 € @}

is a field with respect to addition and mmultiplication defined as nsual except that in multiplication &2 is to be replaced
by 3. It is easy to show that the mapping

@+ m < ay+ a3
is an isomorphism of O[x]/{x> — 3) onto

Q3] = {ag + a1v/3 : ag, a1 € Q).

the set of all polynomials in +/3 over Q. Clearly, @[+/3] € R so that Q[+/3] is the smallest field in which x* — 3
factors completely.

The polynomial x* — 3 of Example 10 is the monic polynomial over @ of least degree having +/3 as a
root. Being unique, it is called the minimum polynomial of +/3 over @. Note that the minimum
polynomial of +/3 over R is x — +/3.

EXAMPLE 11. Let F = Z; = {0,1, 2} and take A{x) = x* + 1, a prime polynomial over F. Construct the addition
and multiplication tables for the field F[x]/{A{x)).

Here
FIx)/(aix)) = {ag + @& - ag, a1 € F}
={0,1,2,6261+4+&14282+E 2428
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Since AME) = £2 4+ 1 =[0], we have §2 = [~1] =[2], or 2. The required tables are

Table 13-1
oft 0 1 2 3 2% 1+£ 142¢ 24& 2428
0 0 1 2 3 2% 1+£ 1+2¢ 2+& 242¢
1 1 2 0 14+& 142¢ 24€ 242 £ 2%
b, b, 0 1 24¢ 2428 £ 2% 14£ 142¢
3 3 1+£ 24 2% 0 142¢ 1 D428 -]
2% 2% 142¢ 2428 0 £ 1 1+£ 2 2+E
1+& 1+ 24 £ 142¢ 1 242¢ 2 2% 0
1425 142¢ p X0 2% 1 18 2 24 0 £
24 24& £ 14£ 242¢ 2 2% 0 142¢ 1
242¢ 2T 2% 1426 2 L 0 3 1 14§
Table 13-2

0 1 2 3 2% 14+ 1428 24§ 242¢
0 0 0 0 0 0 0 0 0 0
1 0 1 b, 3 2% 14+£ 14+2¢ BE 242¢
2 0 2 1 2% £ 2428 Bopg 142¢ 1+&
3 0 £ 2% g 1 24& 14£ 2428 14-2¢
2% 0 2% £ 1 2 1426 2428 1+£ 24
1+& 0 1+& 2428 2+ 142¢ 2% 2 1 £
142¢ 0 142¢ 24 1+& 242¢ 2 £ 2% 1
24+E 0 2+ 142¢ 2428 1+¢ 1 po3 £ 2
2428 0 242 1+£ 142¢ ok £ 1 2 2

EXAMPLE 12. Let 7 = @ and take A(x) = x° + x | 1, a prime polynomial over 7. Find the multiplicative inverse
of £ + £+ 1 & FIxl/(A(x)).

Here Flx]/{A{x)) = {ag + a1 + 8?1 ag, a1, 02 € @) and, since AME) =£> +£+-1=0, we have £ = —1 — & and
g = —£ — £%. One procedure for finding the required inverse is:

set (ag+ mE+mE)1 +E+E) =1,
multiply out and substitute for & and &4,

equate the corresponding coefficients of &°,¢, £2

and solve for ag, a1, ax.

This usually proves more tedious than to follow the proof of the existence of the inverse in Problem 13.13. Thus,
using the division algorithm, we find

1 1
I=3@E+EH D0 - H+3E HE+DE - 2% +2)
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Then € +s+ DL —%(§2+S+1)(52—2S+2)]

1
so that g(‘52+5+1)@2—25+2):1
1
and 5(52 — 28+ 2) is the required inverse.

EXAMPLE 13. Show that the field R[x]/(x* + 1) is isomorphic to C.
We have R[x]/(x” + 1) = {ay + @1 & : ap, ay € R}, Since £7 = —1, the mapping
ag+ a g — ag + ari
is an isomorphism of R[x]/(x? + 1) onto €. We have then a second method of constructing the field of
complex numbers from the field of real numbers. It is, however, not possible to use such a procedure to

construct the field of real numbers from the rationals.
Example 13 illustrates

Theorem XX. I afx) of degree m > 2 is an element of F[x], then there exists of field 7', where F € F/,
in which «(x) has a zero.
For a proof, see Problem 13.14.

It is to be noted that over the field F of Theorem XX, w(x) may or may not be written as
the product of m factors each of degree one. However, if a(x) does not factor completelv over F, it
has a prime factor of degree n > 2 which may be used to obtain a field 77, with F ¢ F C F”, in
which «(x) has another zero. Since «(x) has only a finite number of zeros, the procedure can always be
repeated a sufficient number of times to nltimately produce a field #® in which «(x) factors completely.

See Problem 13.15.

Solved Problems

13.1. Prove: Let R be a ring with unity u; let
a(x) = ap + a1x + @x* + - + @ux™ € Rlx]
be either the zero polynomial or of degree m; and let
B(x) = by +bix + byx” + -+ ux" € R[x]

be a monic polyvnomial of degree #. Then there exist unique polynomials gg(x), #g(x) € R[x] with
rg(x) either the zero polynomial or of degree < » such that

() alx) = grlx) - Bx) +rr(x)

It @(x) is the zero polynomial or if n = m, then (i) holds with gg(x) = z and rg(x) = a(x).
Let n < m. The theorem is again trivial if m =0 or if m=1 and n = 0. For the case m=n =1, take
w(x) = ag+ ax and B{x) = by + ux. Then

alx) = ag + a1x = by + ux) + (ap — a1by)

and the theorem is true with gg(x) = a; and rgr{x) = ag — a1 by.
We shall now use the induction principal of Problem 3.27, Chapter 3. For this purpose we assume
the theorem trne for all a{x) of degree <m —1 and consider a{x) of degree m. Now px)=
al(x) — aux™™ - B(x) € R[x] and has degree < m. By assumption,

¥(x) = 8(x) - Blx) + rx)
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with r(x) of degree at most n — 1. Then
afx) = p(x) + aux™" - Blx) = (3(x) + amx™) - Bx) + r(x)
= qr(x) - f(x) + rr(x)

where gr{x) = 8(x) + @, x" ™ and rg(x) = r(x), as required.
To prove uniqueness, suppose

a(x) = gr(x) - f(x) + re(x) = g - Bx) + rz(x)
Then
(qr(x) — qr(x)) - Bix) = rg — rex)

Now rp{x) — rg(x) has degree at most n — 1, while, unless gg{x) — gz(x) = z, (gr(x) — gi{x)) - f(x) has degree
at least n. Thus gr(x) — gp{x) =z and then rp{x) — rp(x) = z, which es{ablishes uniqueness.

13.2. Prove: The right remainder when o(x) = ag+ a1x + x> + -+ + a,x™" € R[x] is divided by
x—bbeR. isrg=ay+ab+al’ +- - +a,b™

Consider
alx) — rp=alx — B faslx? — Y 4 ax” - 5
={m+ax+B)+- -+ aux" x4 4B} (x - B)
=gr(x) - (x - b)
Then

a(x) = gr(x) - (x = b) +rx

By Problem 1 the right remainder is unique; hence, r is the required right remainder.

13.3. In the polynomial ring S[x] over S, the ring of Example 1(d), Chapter 12, Section 12.1,
(@) Find the remainder when a(x) = ex* + dx® + ex? + hx + g is divided by B(x) = bx® + fx +d.
(b) Verify that £ is a zero of y(x) = ex* +dx® +ex? + bx + d.

(@) We proceed as in ordinary division, with one variation. Since S is of characteristic two, s +(—f) = s+ ¢
for all s, € S; hence, in the step “change the signs and add” we shall simply add.

ext 4+ hx+b

by +fx+d)cx“+dx3+cx2+hx+g
ext fex’ X0

B+ hx® b

hx’ 4 gx +ex
x4 dx g
bxt +fx+d
gx+f

The remainder is r{x) = gx+f.
(#) Here f2=¢, /P =¢f = e, and f* = k. Then
VW) =chtdetc® +bf +d
—d+ct+h+tf+d=a

as required.
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13.4.

13.5.

13.6.

13:7;
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Prove the Division Algorithm as stated for the polynomial domain F[x].

Note. The requirement that S{x) be monic in Theorem II, Section 13.3, and its restatement for
comimmutative rings with unity was necessary.

Suppose now that a(x), B(x) € F[x] with &, # u the leading coefficient of g(x). Then, since b, always
exists in F and f(x) = b,”! - f(x) is monic, we may write

a(x) = ¢(x) - B(x) + r(x)
=[5, g X)) - [Ba - B + 7(x)
= g(x) - B(x) + r{x)

with r{x) either the zero polynomial or of degree less than that of g(x).

Prove: Let w(x) € F[x] have degree m > 0 and leading ceoefficient «. If the distinct elements
b1,bz, ..., by of F are zeros of a(x), then a(x) = a(x — b1)(x — ba) - - - (x — by).

Suppose m = 1 so that w(x) = ax+ o has, say, & as zero. Then a(b) =abi1 + a1 =z, ;1 = —aby, and
alx) =ax +a = ax —ab; = a{x — by)

The theorem is true for m = 1.
Now assume the theorem is true for m = &k and consider a(x) of degree &£+ 1 with zeros by, by, ..., 55 1.
Since by is a zero of «(x), we have by the Factor Theorem

a(x) = g(x)- (x — &)

where qg(x) 8 of degree k with leading coefficient a. Since b)) =g(l;)-(&; —b)=2z for
J=23,....k+1 and since b, — by #z for all j # 1, it follows that by, bs,..., bryr are k distinet zeros of
g(x). By assumpfion,

glx) = alx — bo)(x — b3) - - (x — by1)

Then

o(x) = alx — by )(x — &) - - (x — br)

and the proof by induction is complete.

Prove: Let a(x), B(x) € F[x] be such that w(s) = B(s) for every s € F. Then, if the number of
elements of F exceeds the degree of both «(x) and B(x), we have necessarily a(x) = B(x).

Set ¥(x) = a{x) — A(x). Now y(x) is either the zero polynomial or is of degree p which certainly does not
exceed the greater of the degrees of w(x) and S(x). By hypothesis, 1(s) = a{s) — g(s) for every s € 7. Then
v(x) = z {otherwise, y{x) would have more zeros than its degree, contrary to Theorem VII) and a(x) = f{x)
as required.

Find the greatest common divisor of a(x) = 6x° +7x* — 5x° —2x> —x +1 and B(x) = 6x°—
5x* —19x% — 13x — 5 over @ and express it in the form

d(x) = s(x) - a(x) + dx) - B(x)
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13.8.

13.9.

Proceeding as in the corresponding problem with integers, we find
alx) = (x+2)- Bl +24x° +49x° +30x+ 1) = gi1{x) - Blx)+ ri(x)
1 93
Blx) = 5(8)6 —23)- rix) +§(3x2 + 2x 4+ 1) = galx) - 11 (x) + 2(x)

ri{x) = 91—3(256x + 352) - rao(x)

Since ro{x) is not monic, it is an associate of the required greatest common divisor d(x) = x* +%x+%.
Now

r(x) = Bix) — qafx) - r1{x)
= f(x) — ga{x) - afx) + q1(x) - g2(x) - Bx)
= —qu{x) - alx) + (1 + q1(x) - quix)) - flx)

= —;—Z(Sx —23) - cefx) —&—%(sz —Tx—14) - f(x)
32 1 1 5
and dix) = ﬁrz(x) = fﬁ(Sx —23) - afx)+ ﬁ(Sx —Tx—14) - {x)

Prove: Let the non-zero polynomials a(x) and A(x) be in F[x]. The monic polynomial
d(x) = so(x) - o(x) + 1o - B(x), s0(x), fo(x) € Flx]
of least degree is the greatest common divisor of a(x) and S(x).
Consider the set
S ={s(x) - afx) + 1(x) - B(x) = 5(x), #(x) € Fx]}
Clearly this is a non-empty subset of F[x] and, hence, contains a non-zero polynomial §(x) of least degree.
For any b{x) € §, we have, by the Division Algorithm, b(x) = g(x) - 8{(x) + r{x) where r(x) € S {prove this)
is either the zero polynomial or has degree less than that of §(x). Then r(x) =z and 5x) = g{x) - (x) so
that every element of § is a multiple of &8(x). Hence, &(x)|a{x) and &x)|f{x). Moreover, since
8(x) = 5ofx) - alx) + Iix) - Blx), any common divisor ¢{x) of a(x) and B{x) is a divisor of §{x). Now if &(x)

is monic, it is the greatest common divisor d{x) of a(x) and S(x); otherwise, there exist a unit v such that
v-&8{x) is monic and d{x) = v - §(x) is the required greatest common divisor.

Prove: Let a(x) of degree m > 2 and 8(x) of degree # = 2 be in F[x]. Then non-zero polynomials
(x) of degree at most 1 — 1 and v(x) of degree at most m — 1 exist in F[x] such that

(€)  ulx) alx) +vx) B(x) =2

if and only if @(x) and g(x) are not relatively prime.

Suppose &x) of degree p > 1 is the greatest commeon divisor of w(x) and S(x), and write
ofx) = argfx) - 8(x), Blxy = Po(x) - 8(x)

Clearly ap(x) has degree <=m — 1 and fy(x) has degree < n — 1. Moreover,

Bolx) - alx) = folx) - aolx) - 8(x) = ag(x) - [Bo(x) - 8x)] = a(x) - flx)
so that Bolx) - alx) + [—ap(x) - flx)] = 2

and we have (¢) with u(x) = By{x) and vix) = —an{x).
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13.10.

13:11.

13.12.

13.13.

13.14.
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Conversely, suppose {¢) holds with «{x) and g{x) relatively prime. By Theorem XV, Section 13.9, we have
u = s(x) - a(x) + Hx) B(x) for some $(x), H(x) € Flx]

Then 1x) = pux) - 5x) - alx) + plx) - t(x) - fix)
= s()[—v(x) - Bx)] + pl(x) - #x) - fx)
= Al)plx) - #x) — v{x) - s(x)]

and g(x)|e€x). But this is impossible; hence, {¢) does not hold if @(x) and S{x) are relatively prime.

Prove: The unique factorization theorem holds in F[x].

Consider an arbitrary w{x) € F[x]. If wfx) is a prime polynomial, the theorem is trivial. If w(x) is
reducible, write @(x) = a - A(x) - ¥(x) where f(x) and 1(x) are monic polynomials of positive degree less than
that of @({x). Now either A{x) and y{x) are prime polynomials, as required in the theorem, or one or both are
reducible and may be written as the product of two monic polynomials. If all factors are prime, we have the
theorem; otherwise . ... This process cannot be continued indefinitely {for example, in the extreme case we
wotld obtain a{x) as the product of m polynomials each of degree one). The proof of unigqueness is left for
the reader, who also may wish to use the induction procedure of Problem 3.27, Chapter 3, in the first part of
the proof.

Prove: The polynomial ring F[x] over the field F is a Euclidean ring.

For each non-zero polynomial w{x) < F[x], define f{«) =m where m is the degree of w(x). If
wlx), f(x) € F[x] have respective degrees m and n, it follows that Aa)=m, ) =n, ae-fHl=m+n
and, hence, 8w - 8) > 8(w). Now we have readily established the division algorithm:

a(x) = g(x) - f(x) + r(x)

where #{x) is cither z or of degree less than that of A(x). Thus, either r(x) = z or #(r) < () as required.

Prove: The ring F[x]/(3(x)) contains a subring which is isomorphic to the field F.

Let a,b be distinct elements of F; then [a],[#] are distinct elements of F[x]/(A{x)) since [a] = [#] if and
only if A(x)|{a — b).

Now the mapping ¢ — [a] is an isomorphism of F onto a subset of F[x]/(A(x)) since it is one to one and
the operations of addition and multiplication are preserved. It will be left for the reader to show that this
subset is a subring of F[x]/(A{x)).

Prove: The ring F|x]/(x(x)) is a field if and only if i(x) is a prime polynomial of F.

Suppose A{x) is a prime polynomial over F. Then for any [a(x)] # z of F[x]/(A(x)), we have by Theorem
XV, Section 13.9,

u = afx) - B{x) 4+ Ax) - p{x) for some B(x), v(x) € Flx]

Now A{x)|u — af{x) - {x) so that [e{x)] - [f{x)] = [u]. Hence, every non-zero element [a{x)] € F[x]/(A(x)) has
a multiplicative inverse and F]x]/(A{x)) is a field.

Suppose A(x) of degree m > 2 is not a prime polynomial over F, ie., suppose A{x) = p{x)- v{x)
where ju{x),v(x) € F[x] have positive degrees s and ¢ such that s+ ¢ = m. Then s < m so that Ax) frx)
and [pu(x)] # [2]: similatly, [v(x)] #[z]. But [wux)]-[v(x)] = [w(x) - Wx)] = [A{x)] = [2]. Thus, since
[pfx)], [v(x)] € FIx1/(A(x)), it follows that F[x]/(A{x)) has divisors of zero and is not a field.

Prove: If a(x) of degree m > 2 is an element of F[x], there exists a field ./, where F C F, in
which a(x) has a zero.
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13.15.

13.16.

13.17.

The theorem is trivial if @(x) has a zero in F; suppose that it does not. Then there exists a monic prime
polynomial A(x) € F[x] of degree »n > 2 such that A{x)la(x). Since A{x) is prime over F, define
F' = FIx1/(nx)).

Now by Theorem XVIII, Section 13.10, F < F’ so that af{x) € F'[x]. Also, there exists £ € 7' such that
AE) = [z]. Thus £ is a zero of a(x) and 7 is a field which meets the requirement of the theorem.

Find a field in which x* — 3 € @[x] (@) has a factor, (b) factors completely.
Consider the field Q[x]/(x® — 3) = {ag + @& + aE? 1 ag, a1, ¢ € Q)
() The field just defined is isomorphic to

F ={ay+aiv3+ a9 ag,a1,a; € )
in which x* — 3 has a zero.

() Since the zeros of x° — 3 are /3, V3w, v3w?, it is clear that x° — 3 factors completely in F* = F[w].

Derive formulas for the zeros of the cubic polynomial a(x) = ay + @y x + @>x*> + x° over C when
ap ;é 0.

The derivation rests basically on two changes to new variables:

(iy If a =0, use x = y and proceed as in (i) below; if a; # 0, use x = v+ v and choose v so that the
resulting cubic lacks the term in v2. Since the coefficient of this term is ay + 3v, the proper relation is
x =y —a /3. Let the resulting polynomial be

B =aly—a/3)=q+py+y

If ¢ = 0, the zeros of A(y) are 0, ,/—p, — /—p and the zeros of «(x) are obtained by decreasing each zero of
B(y) by a:/3. If g # 0 but p = 0, the zeros of (y) are the three cube roots g, mp, w’p (see Chapter 8) of —¢
from which the zeros of w{x) are obtained as before. For the case pg £ 0,

(i) Use y =z — p/3z to obtain

25+ qge’ —p3/27

y(@)=pz—p/3) =10 +q—p /278 = -

Now any zero, say s, of the polynomial 8(z) = z° + qz° — p* /272 vields the zero s — p/3s — a1 /3 of a{x); the
six zeros of 8(z) vield, as can be shown, each zero of w(x) twice. Write

1 ——— 1 —
51) = [2° + 50— v/¢* + 4727 2 +50g + /gt + 4p27)]

and denote the zeros of 2’ +1(¢—/¢* +4p°/27) by A,wd,&’4. The zeros of a(x) are then:
A — B3 — )3, oA — cPn i34 — a3, i old — w3 — iy)3,

Find the zeros of a(x) = —11 — 3x + 3x% + x°.
The substitution x =y — 1 yields

B =aly—1)=—6—6y+y°

In turn, the substitution y = z + 2/z yields

-6 +8 (B -2 —4)
= = "

W)= Ble+2/2) =2 +8/2 —6 =

A
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Take 4 = &/2; then the zeros of afx) are:
«3/5—1—3/1—1, V2 + ot — 1, w2 wovd— 1
The reader will now show that, apart from order, these zeros are obtained by taking 4 = /4.
13.18. Derive a procedure for finding the zeros of the quartic polynomial

a(x) = ap + a1 x + @x® + asx’® + x* € Clx], when ag # 0.

If a3 £ 0, use x = y — a3 /4 to obtain
BO) = aly — as/®) = by + by + byt + 3!
Now
BY) = (p+2qy + ¥ )r — 2y + %)
=pr+29(r—ply +r +p— 47" +

provided there exist p, ¢,r € U satisfying
pr==bt, 2qr—p=0b, r+p—4g=="h
If 5, =0, take g = 0; otherwise, with ¢ # 0, we find
2p = by +4¢° — b1 /2g and 2r=by +4q" +b1/2q
Since 2p - 2r = 4by, we have
() 64g° 4 32byg" + HBy" — by — BP =10

Thus, considering the left member of (i) as a cubic polynomial in ¢*, any of its zeros different from 0 will

yield the required factorization. Then, having the four zeros of A(v), the zeros of a{x) are obtained by
decreasing each by as/4.

13.19. Find the zeros of a(x) = 35 — 16x — 4x* + x*.
Using x = y+ 1, we obtain
800 = aly+ 1) =16 — 24y — 6% +5*
Here, (i) of Problem 18 becomes
64¢° — 1924* — 1124% — 576 = 16(¢*> — H(4g* + 44>+ 9 =0
Take ¢ = 2; then p = 8 and r = 2 so that
16 — 24y — 65° +y* = (8 +dy+ )2 — 4y + D)

with zeros —2 + 2i and 2 + +/2. The zeros of a(x) are: —1+2{and 3+ 2.
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Supplementary Problems

13.20. Give an example of two polynomials in x of degree 3 with integral coefficients whose sum is of degree 2.

13.21. Find the sum and product of each pair of polynomials over the indicated coefficient ring. {For convenience,
[2],[#], ... have been replaced by a,b,... )

(@) 44+x+2x>14+2x+3x%Zs
(B) 14 5x4+2x2,74+2x+3x +4x3; Zg
(€) 242x4+x, 1 +x+x>+x4 7

Ans. (@) 3x:d4+dx+ x> 233 4+
(© X+ a2+ x4

13.22. 1In the polynomial ring S[x] over S, the ring of Problem 11.2, Chapter 11, verify
(@) (b+gx+AN+{d+gx)=ctex+ i’
(B) (btgx+fx®Nd+ex)=b+hx +ex® 4 bx
(&) (B4gx+/Nd+ex) =b4cx+ by’
(d) [+ bxand e+ ex are divisors of zero.

(&) cisazero of f+ cx+ fx* 4+ ex’ +dx*

13.23. Given w(x), f(x), y{x) € F[x] with respective leading coefficients a, b, ¢ and suppose a{x) = S{x) - y{x). Show
that a{x) = a- #{x) - y'(x) where '{x) and y’(x) are monic polynomials.

13.24. Show that D[x] is not a field of any integral domain D.

Hint. Let alx) € D[x] have degree > 0 and assnme A(x) € D[x] a multiplicative inverse of a{x).
Then w(x)- B(x) has degree > 0, a conftradiction.

13.25. Factor each of the following inte products of prime pelynomials over (7)) @, (i) I, {iF) C.

(@) x'—1 (&) 6x'4+5x7 +4xF —2x—1
B x'—4x —x+2 (@) 4x°+—4x* —13x° — 11x2 4+ 10x 46

Ans. {a) — Dix+ 1D{x® 4+ 1) over @, F; {x — D(x + 1)x — iXx +1) over ©

() (x— D2x~+ DOx 4302 —2) over @; (x— DCx+ D2x+ 3x — v2)x ++2) over
R, C.

13.26. Factor each of the following into products of prime polynomials over the indicated field. {See note in
Problem 13.21.)

(@ x*+1;7Zs (© 2xX*+2x+1;7Zs
B xX*+x+1;7; (d) 3xX°+4x* + 3 Zs

Ans. (o) (x+D(x+3), () (x+2Gx+2)

13.27. Factor x* — 1 over {a) Z;1, {b) Z5.
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13.28.

13.29.

13.30.

13.31.

13.32.

13.33.

13.34.

13.35.

13.36.

13.37.

13.38.

13.39.

13.40.
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In (d) of Problem 13.26 obtain also 3x* 4 4x® +3 = (x + 2){(x +4)(3x + 1). Explain why this does not
contradict the Unigue Factorization Theorem.

In the polynomial ring S[x] over S, the ring of Example 1{d), Chapter 12, Section 12.1,
{(z) Show that bx? 4 ex +g and gx? + dx + b are prime polynomials.
(5) Factor hx? +ex3 +ex? + 5.

Ans. (b) {bx+ b)ex+ g)gx + d)hx+€)

Find all zeros over C of the polynomials of Problem 13.25.

Find all zeros of the polynomials of Problem 13.26.
Ans. (@) 2,3 (d)1,3,3

Find all zeros of the polynomial of Problem 13.29(5).
Ans. b,e, f.d

List all polynomials of the form 3x® 4 cx + 4 which are prime over Zs.

Ans. 3xP4+4,3x° L x+4,3x> L dx +4
List all polynomials of degree 4 which are prime over Zs.
Prove: Theorems VII, IX, and XIII.

Prove: If a+4&./c, with a,b,¢c € @ and ¢ not a perfect square, is a zero of w(x) € Z[x], so also is

a—bye.

Let R be a commutative ring with unity. Show that R[x] is a principal ideal ring. What are its prime
ideals?

Form polynomial a{x) € Z]x] of least degree having among its zeros:

{m) +/3and?2 (&) 1and2+3/5 (e) 14+ i of multiplicity 2
(k) iand3 () —1+iand?2—3:

Ans (@) x® —2x* —3x +6, () x* —2x3 4+ 7Tx? + 18x + 26
Verify that the minimum polynomial of +/3 +2i over R is of degree 2 and over @ is of degree 4.

Find the greatest common divisor of each pair a(x), B{x) over the indicated ring and express it in the form
s(x) - afx) + 1(x) - Blx).

(@) X4+x'—x - 3x+2x 4222 x-2,0

() 3x" —6x° +12x2 4 8x —6,x° —3x* t6x 5@

(&) x° —3ix —2ix*—6,x* —2i;C

(@) X435 +x2 +2x+2,x" +3°3 4322 Fx +2; 25
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13.41.

13.42.

13.43.

13.44.

(&) x> +x +xx 4257+ 2x 7
(F) ex*+hx’+ax? +gx+e gx’ + hx>+dx+g; S of Example 1{(d), Chapter 12, Section 12.1.
Ans. () Z=(37xF —108x+ 177) - afx) + 55 (—111x° + 213x% — 318x — 503) - B(x)
(d) x+2)-ax)+@x>+x+2) fx)
(F) (gx+8)-ax)+ex®+hx+e) - flx)

Prove Theorem XVII, Section 13.9.
Show that every polynomial of degree 2 in F[x] of Example 11, Section 13.10, factors completely in

Flx]/{x* + 1) by exhibiting the factors.

Partial Ans.

XAl = (x4 28; 2+ x+2=(x+E+ D+ 26 +2);

2t b x4+ 1l=(x+E+D2x+E+2)

Discuss the field Q[x]/(x® — 3). (See Example 10, Section 13.10.)

Find the multiplicative inverse of £2 4 2 in () Qx]/(x* + x + 2), (&) F[x]/(x* + x + 1) when F' = Zs.
Ans. (@) L1 —26— &%), (B) L(g+2)



Vector Spaces

INTRODUCTION

In this chapter we shall define and study a type of algebraic system called a vector space. Before making
a formal definition, we recall that in elementary physics one deals with two types of quantities: (a) scalars
(time, temperature, speed), which have magnitude only, and (b) vectors (force, velocity, acceleration),
which have both magnitude and direction. Such vectors are frequently represented by arrows. For
example, consider in Fig. 14-1a glven plane in which a rectangular coordinate system has been established
and a vector é OF =(a, b) joining the origin to the point P(a, b). The magnitude of 51 {(length of OF) is
given by r = +/a? + b2, and the direction (the angle ¢, always measured from the positive x-axis) is
determined by any two of the relations sin 8= b/r, cos 6 =a/r, tan 8 =b/a.
Two operations are defined on these vectors:

Scalar Multiplication. Let the vector ’;‘1 {a, b) represent a force at 0. The product of the scalar 3 and the
vector & defined by 351 (3¢, 3b) represents a force at O having the direction of 51 and three times
its magnitude. Similarly, —251 represents a force at O having twice the magnitude of ’;‘1 but with the
direction opposite that of é

Vector Addition. If 51 (a,byand 52 = (¢, d) represent two forces at O, their resultant é(the single force at
¢} having the same effect as the two forces 51 and 52) is given by 5 51 + 52 (a + ¢, b + d) obtained by
means of the Parallelogram Law.

In the example above it is evident that every scalar s ¢ R and every vector § £ R x R. There can be no
confusion then m using (+) to denote addition of vectors as well as addition of scalars.

Denote by V the set of all vectors in the plane (Le., V=R x R). Now F has a zero element §‘ (0.0)
and every - (a,b) € ¥ has an additive inverse _¢— (—a,—5) € V such that £ (— 5) = 7; in fact, ¥ is an

¥
{(atc,b+d)
(c.d)
F(a, b)
o x
Fig. 14-1
178
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abelian additive group. Moreover, for all 5, €R and §,ﬁ € V, the following properties hold:

SE+T)=sE+s7 (s+DE=sE+iE
s(t) = (s0F 1E=£

EXAMPLE 1. Consider the vectors £ =(1,2), #=(1/2,0), = (0, —3/2). Then

(@) 38=3(12)=(3,6), 2 =(1,0), and 35+ 27 —=(3,6) - (1.0) = (4.6).
By E127=(22), #+5=(1/2, — 3/2), and 5(F+ 27)— &7+ &)= (8,16).

14.1 VECTOR SPACES

DEFINITION 14.1:  Let F be a field and V" be an abelian additive group such_that there is a scalar
multiplication of I by F which associates with each s € F and 5 € I the element s 5 € 7. Then V is called
a vector space over F provided, with u the unity of F,

(@) sE+m=st+sn (i) s(t5) = (st)§
() (+DE=sE+i&  (v) uE=¢
hold for all s,t€ F and £.7 € V.
It is evident that, in fashioning the definition of a vector space, the set of all plane vectors of the
section above was used as a guide. However, as will be seen from the examples below, the elements of a
vector space, i.e., the vectors, are not necessarily quantities which can be represented by arrows.

EXAMPLE 2.

{a) Let F=Rand V= VR) = {a1, ) : a1, a2 € R} with addition and scalar multiplication defined as in the first
section. Then, of course, I is a vector space over F; in fact, we list the example in order to point out a simple
generalization: Let F=R and ¥ = V,(R) = {{a;,a, ..., a,) : a; € R} with addition and scalar multiplication
defined by

E47i= (@, an @)+ (Br.bys. .. by
— (@1 + b, br e+ By), EG € Va(R)
and
35: slay, ao,. .. @) = (sa1, 8aa, . .., 5ay), s [R,ge V(R)

Then V,(R) is a vector space over [R.

() Let F=R and V (C)={{ay,a,,...,a,):a,cC} with addition and scalar multiplication as in {a). Then ¥, (C)isa
vector space over R.

() Let F be any field, V¥ = F[x] be the polynomial domain in x over F, and define addition and scalar
multiplication as ordinary addition and multiplication in F[x]. Then ¥ is a vector space over F.

Let F be a field with zero element z and R4 be a vector space over F. Since V' is an abelian
additive group, it has a umque zero element §‘ and, for each element é €V, there exists a unique
additive inverse —£ £ such that £ £ (_g y=¢. By means of the distributive laws (i) and (i), we find for all
scFand eV,

S§+z§:(s+z)§:s§:s*§+g
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and
sE+st=sE+D=sk=sk+{
Hence, z§ = Fand sF = .

We state these properties, together with others which will be left for the reader to establish, in the
following theorem.

Theorem I. In a vector space V" over F with z the zero element of F and i:" the zero element of I, we have

(1) st=CforallseF

() zé=CforalléeV

(3) (—9)i=s(—E)=—(sE) forall sc Fand Ec ¥V
(4) Ifsgzt;_‘),thens:z01r§:(;j

14.2 SUBSPACE OF A VECTOR SPACE

DEFINITION 14.2: A non-empty subset J of a vector space V over F is a subspace of V, provided U is
itself a vector space over F with respect to the operations defined on V.

This leads to the following theorem.

Theorem II. A non-empty subset 7 of a vector space V' over F is a subspace of I if and only if U is
closed with respect to scalar multiplication and vector addition as defined on V.
For a proof, see Problem 14.1.

EXAMPLE 3. Cousider the vector space V' = V3{R) = {(a,b,¢) : a,b,c R} over R. By Theorem II, the subset
U={(a,b,0:abcl}is a subspace of ¥ since for all scR and {a, 5,0),(c,d,H)c U, we have

(0,5, +(c,d, W =(a+c,b+d O eclU
and

sa,6,0) = (sa,s6,0) € U

In Example 3, V' is the set of all vectors in ordinary space, while I/ is the set of all such vectors in the
XOY-plane. Similarly, W = {{a,0,0) : ¢ € R} is the set of all vectors along the x-axis. Clearly, W is a
subspace of both &/ and V.

DEFINITION 14.3: Let §1, g?z, sy §m € V, a vector space over F. By a [inear combinaiion of these m
vectors is meant the vector g <y given by

gzzcigf:Clgl+62§2+"'+Cm§m: ceF
Consider now two such linear combinations Ecigz- and Edigf. Since
Zeid; + Bdd; = e + d)
and, for any s€ F,
sTeik, = Tse)s,
we have, by Theorem II, the following result.

Theorem III. The set U of all linear combinations of an arbitrary set S of vectors of a (vector) space V'is
a subspace of V.

DEFINITION 14.4: The subspace U of V' defined in Theorem 111 is said to be spanned by S. In turn, the
vectors of § are called generators of the space U.
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EXAMPLE 4. Consider the space F3{R) of Example 3 and the subspaces

U={s(1,2, 1)+ 43,1,5) : 5, t R}
spanned by g?l =(1,2,1) and 52 =(3,1,5) and
W={al,2, )+ H3,1,5)+c3, —4,7):a,b,ccR}

spanned by £, £, and & = (3, — 4,7).
We now assert that U7 and W are identical subspaces of F. For, since (3, —4,7) = —3(1,2,1) + 2(3, 1, 5), we may
write

W={a—3c)1,2,1)+(b+2c)3,1,5) 1 a,b,cclR}
={NL2, D43, 1,9 5"t <R}
=U
Let

U={lad + koky + o + ki, - ki € F)

be the space spanned by S = {51, 52, ey g?m }. a subset of vectors of I over F. Now U contains the zero
vector E e 7 (why?); hence, if E < S, it may be excluded from S, leaving a proper subset which also spans
U. Moreover, as Example 4 indicates, if some one of the vectors, say, éj, of S can be written as a linear
combination of other vectors of S, then 5 may also be excluded from § and the remaining vectors will
again span /. This raises questions concerning the minimum number of vectors necessary to span
a given space U and the characteristic property of such a set. See also Problem 14.2.

14.3 LINEAR DEPENDENCE

DEFINITION 14.5: A non-empty set S — {51, 52, e g?m} of vectors of a vector space IV over F is called
linearly dependent over F if and only if there exist elements &, k», ..., k&, of F, not all equal to z, such
that

-

Zkigf = klgl + kzgz R kmgm =&

DEFINITION 14.6: A non-empty set § = {51,52,...,5,%} of vectors of V' over F is called /inearly
independent over F if and only if

-

Zkigf = k1<§2 + kzgz i e kmgm ==
implies every k; — 2.

Note. Once the field F is fixed, we shall omit thereafter the phrase “over F7; moreover, by “the
vector space V()" we shall mean the vector space V() over @0, and similarly for V,(R). Also, when
the field is @ or R, we shall denote the zero vector by 0. Although this overworks 0, it will always be clear
from the context whether an element of the field or a vector of the space is intended.

EXAMPLE 5.
{a) The vectors 51 =(1,2,1)and 52 ={3,1,5) of Example 4 are linearly independent, since if

ki€, +koky = (k1 + 3ko, 2k + ks, k1 + Skz) = 0= (0,0,0)
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then &y + 3k; =0, 2k + k3 =0, ky + 5k, = 0. Solving the first relation for &, = —3%; and substituting in the
second, we ﬁ_nd —5ky = O;qthen by =0 and _15',1 = -3k =10. . ..
() The vectors & =(1,2,1), & = (3,1,5) and & = (3, — 4,7) are linearly dependent, since 3§, — 2§, + & = 0.

Following are four theorems involving linear dependence and independence.

Theorem IV. 1If some one of the set S = {51, 52, §m} of vectors in V over F is the zero vector E, then
necessarily S is a linearly dependent set.

Theorem V. The set of non-zero vectors S = {51,52, e ,g?m} of V over F is linearly dependent if and
only if some one of them, say £;, can be expressed as a linear combination of the vectors &, &;,...,§,_4
which precede it. For a proof, see Problem 14.3.

Theorem VI. Any non-empty subset of a linearly independent set of vectors is linearly independent.

Theorem VII. Any finite set S of vectors, not all the zero vector, contains a linearly independent subset
U which spans the same vector space as S. For a proof, see Problem 14.4.

EXAMPLE 6 In the set §'= {51, 52, 53} of Example 5(5), §1 and 52 are linearly independent while 53 = 2§2 3§1

Thus, 77 = {51,52} is a maximum linearly 1ndependent subset of S. But, since gfl, and §3 are linearly independent

(_prove thls) while §2 2(53 i 351) Ty = @1: §3} is also a maximum linearly independent subset of S. Similarly,
{st 53} is another. By Theorem VII each of the subsets 73, 5, T5 spans the same space, as does S.

The problem of determining whether a given set of vectors is linearly dependent or linearly
independent (and, if linearly dependent, of selecting a maximum subset of linearly independent vectors)
involves at most the study of certain systems of linear equations. While such investigations are not
difficult, they can be extremely tedious. We shall postpone most of these problems until Chapter 16

where a neater procedure will be devised.
See Problem 14.5.

14.4 BASES OF A VECTOR SPACE
DEFINITION 14.7: A set S = {51, 52, ...§n} of vectors of a vector space V over F is called a basis of V'
provided:
(9) S 1is a linearly independent set,
(7)) the vectors of § span V.
Define the wunit vectors of V,(F) as follows:
€ = (1,0,0,0,....0,0)
—(0 u,0,0,....0,0)
=(0,0,u1,0,...,0,0)

En:(o,o,o,o,...,o,u)

and consider the linear combination

s

§:algl+a222 +"'+angn:(al:alb-“:an): aief (])

IfE = £ thena; = a = -+ = a, = z; hence, E = {€], &, ..., &} is a linearly independent set. Also, if£is
an arbitrary vector of V,(F), then (7) exhibits it as a linear combination of the unit vectors. Thus, the set
FE spans V,(F) and is a basis.

EXAMPLE 7. Oue basis of F4(IR) is the unit basis

E={(1,0,0,00,(0,1,0,0),(0,0,1,0),(0,0,0,1)}
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Another basis is
F={(1,1,1,00,(0,1,1,1),(1,0,1,1),(1,1,0,1)}
To prove this, consider the linear combination

§: a1, 1,1,0)+ a0, 1,1, 1) +as(1,0,1,1) 4+ a4(1,1,0, 1)
=(a1+mtag, o totay, o +ata,atata) el
Ifgis an arbifrary vector {(p,q,r,s) € V4([®), we find
a={p+g+r—29/3 a=(p+r+s—29)/3
a ={g+r+s—2p)3 ay=(p+qg+s—2r)/3
Then Fis a linearly independent set {prove this) and spans V4(R).

In Problem 14.6, we prove the next theorem.

Theovrem VIIH. 1If S = {51,52, .. .,g?m} is a basis of the vector space V over F and T — {#;,7,...,%,} i8
any linearly independent set of vectors of V, then # < m.

As consequences, we have the following two results.

Theorem IX. If S — {51, 52, o §m} is a basis of I over F, then any m + 1 vectors of V" necessarily form
a linearly dependent set.

Theorem X. Every basis of a vector space ¥ over F has the same number of elements.

Note: The number defined in Theorem X is called the dimension of V. It is evident that dimension, as
defined here, implies finite dimension.
Not every vector space has finite dimension, as shown in the example below.

EXAMPLE 8.
(o) From Example 7, it follows that ¥4([X) has dimension 4.
(&) Consider
V={ag+ax+mx’+asx’ +agx - o, c B}
Clearly, B= {1, x, x> x°,x*} is a basis and ¥ has dimension 5.
{¢) The vector space V of all polynomials in x over R has no finite basis and, hence, is without dimension.

For, assume B, consisting of p linearly independent polynomials of ¥ with degrees < ¢, to be a basis.
Since no polynomial of ¥ of degree > ¢ can be generated by B, it is not a basis. See Problem 14.7.

14.5 SUBSPACES OF A VECTOR SPACE

Let ¥, of dimension #, be a vector space over JF and U, of dimension m < » having B = {51, 52, o §m} as
a basis, be a subspace of V. By Theorem VIII, only m of the unit vectors of V' can be written as linear
combinations of the elements of B; hence, there exist vectors of ¥ which are not in /. Let #; be such a
vector and consider

k]§1+k2§2++km§m+k?]1:§> kbkej: (2)

Now k = z, since otherwise k' € F,

o=k kb — ko — =Kk
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and 7, € U, contrary to the definition of ;. With & = z, (2) requires each k; — z since B is a basis, and we
have proved the next theorem.

Theorem XI. If B = {51,52, . ..,g?m} isa basis of /' <V and if 5, €V but 5, ¢ U, then BU{#} is a
linearly independent set.

When, in Theorem XI, m+ 1 =n, the dimension of ¥V, By = BU{#,} is a basis of V; when
m + 1 < n, By is a basis of some subspace U; of V. In the latter case there exists a vector #, in J but not
in U such that the space {/;, having B U {#,, %]} as basis, is either I or is properly contained in ¥, ....
Thus, we eventually obtain the following result.

Theorem XII. 1If B = {51,52,...,§m} is a basis of ¥/ C V' having dimension n, there exist vectors
MsTiss ey iym i V7 such that B U {#,, %y, ... .0, ! is a basis of V. See Problem 14.8.

Let 7 and W be subspaces of V. We define
UNW ={§:EcU,Ec W)}
U+W ={E+7:Ecl,ije W}
and leave for the reader to prove that each is a subspace of V.

EXAMPLE 9. Consider ¥ = F4(R) over R with unit vectors &, &;, &5, &, as in Example 7. Let

U={me +aés +a3és : ;€ R)
and
W = {b1& + b23 + bsgy - b; <R}
be subspaces of dimensions 3 of V. Clearly,
UNW = {ci& + o8 : ¢, eRY, of dimension 2

and

U+W= {alé’l + azgg +a3€3 + blgz + bggg + b324 £ af,bf E[R}

= {dlgl + dzgg + d323 + d424 : di E[R} =

Example 9 illustrates the theorem below.

Theorem XHI If U and W, of dimension r <, and s < n, respectively, are subspaces of a vector
space V' of dimension n and if &' N W and U+ W are of dimensions p and :z, respectively, then
t=r+s—p.

For a proof, see Problem 14.9.

14.6 VECTOR SPACES OVER R

In this section, we shall restrict our attention to vector spaces V' = V,(R) over R. This is done for two
reasons: (1) our study will have applications in geometry and (2) of all possible fields, R will present a
minimum in difficulties. .

Consider in ¥ = V3(R) the vectors £ = (a1, @) and # = (by, b3} of Fig 14-2.
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The length |§| of § is given by |§| = a2 + a2 and the length of 7 is given by || = +/ bi? + 5,7 By the
law of cosines we have

& — 71> = 151" + 171" — 2I&] - |5 cos @
50 that

_ (@ + @) + (512 + 52 — [(a — b1)” + (@ — b)) _ aby + aln
201 17l €] - 171

cos 6

The expression for cos ¢ suggests the definition of the scalar product (also called the dot product and inner
product) of £ and 7 by

g' 1= amby + aby
Then |é§| = \fé?- §, cosfl = 5 ﬁ/|§| -|7l, and the vectors § and # are orthogenal (ie., mutually

perpendicular, so that cos 6 =0) if and only if & 5 =0.
In the vector space V' = V,(R) we define for all £ = (a1, a0, ...a,) and 5§ = (b1, b2, ..., b,),

g' ﬁ = Xa:b; = ayby + aaby + - -+ ayby,

5l =vE-E=Varl+al + - ar

These statements follow from the above equations.
) |s§|:|s|-|§| for allé?eVand seR
2) |é§| > (), the equality holding only when § =0
(3) |7l < |& - Iiil (Schwarz inequality)
(4) |E+ 7| < |& + |7 (Triangle inequality)
(5) £ and 7 are orthogonal if and only ifE-7 =0

For a proof of (3), see Problem 14.10.
See also Problems 14.11 14.13.
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_Suppose in Vy(R) the vector 7 is orthogonal to each vector of the set {51,52, et ,§m}. Then, since
& =n-&=-=1n-£,=0, we have - (c1&; + 23+ -+ + cmhy) =0 for any ¢;€R and have
proved this theorem:

Theorem XIV. 1f, in V,(IR), a vector 7 is orthogonal to each vector of the set {51,52, s ,§m}, then # is
orthogonal to every vector of the space spanned by this set. See Problem 14.14.

14.7 LINEAR TRANSFORMATIONS

A linear transformation of a vector space V(F) mnto a vector space W(F) over the same field F is a
mapping T of V{(F) into W(F) for which

) E+ET=ET+ET  forall £, e V(F)
(i) (€T = s(&T) forall & eV(F) and seF

We shall restrict our attention here to the case W(JF)= F(F), i.e., to the case when 7 is a mapping
of V(F) into itself. Since the mapping preserves the operations of vector addition and scalar
multiplication, a linear transformation of V(F) into itself is either an isomorphism of V{F) onto V{(F) or
a homomorphism of V(F) into F(F).

EXAMPLE 10. In plane analytic geometry the familiar rotation of axes through an angle ¢ is a linear
transformation

T: (x,¥) = (x cos o — p sin @x sin & + ¥ COS )

of V»>(R) into itself. Since distinct elements of J5(R) have distinct images and every element is an image
(prove this), 7"is an example of an isomorphism of F(R) onto itself.

EXAMPLE 11. In 73(Q) consider the mapping

T:(a,b,c) > {a+ b+ 5c,a+2¢,2b+6¢), {a,b,c)cF(@)

For {a,b,¢),(d,e,f)< V3(Q) and s < @, we have readily

) {a,b,o)+{d,e.f)=(a+d,btect+f)={at+d+btetSe+5,a+d+2¢+21,2b+2e+ 6c+6f)
={a+b+5c,a+2¢,2b4+6c)+(d+e+5f,d+2F,2e+6f)

ie.,
[(z,b,c)+(d, e T ={a,b, )T +(d, e. /)T
and
(if) s{a,b,c) = (sa,sb,sc) — (sa+ sb+ Ssc, sa+ 2se, 2sb + 6sc) = s{a+ b+ 5¢,a+ 2¢,25 4 6¢)
L&,

[s{a,b, )T = s[{a, b, )T

Thus, T is a linear {ransformation on F3{@).
Since (0,0,1) and (2, 3,0) have the same image (5,2, 6), this linear transformation is an example of a
homomorphism of F3{@) info itself.

The linear transformation 7 of Example 10 may be written as

x(1,0) + (0, 1) — x(cose, sinw) + p(—sine, cosc)
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suggesting that 7 may be given as
T :(1,0) = (cos «, sinw), (0, 1) — (—sinw, cos «)
Likewise, T of Example 11 may be written as
allL,0,0y +5(0,1,0)+¢(0,0, 1) = a(1,1,0) + 5(1,0,2) + ¢ (5.2,06)
suggesting that 7 may be given as
7:(1,0,0) = (1,1,0),(0,1,0) — (1,0,2),(0,0,1) = (5,2,6)

Thus, we infer:
Any linear transformation of a vector space into itself can be described completely by exhibiting its
effect on the unit basis vectors of the space. See Problem 14.15.
In Problem 14.16, we prove the more general statement given below.

Theorem XV. 1f {51,52, .. .,§n} is any basis of ¥ = V(F) and if {#,, 75, ..., 7,} is any set of » elements of
I, the mapping

T:& — i, (i= 1,20 . 1)

defines a linear transformation of FV into itself.
In Problem 14.17, we prove the following theorem

Theorem XVI. If T'is a linear transformation of V(F) into itself and if W is a subspace of V(F), then
Wr = {é T: é € W}, the image of W under T, is also a subspace of V(F).

Returning now to Example 11, we note that the images of the unit basis vectors of F3(@) are linearly
dependent, i.e., 26, T + 36T — 37 = (0,0,0). Thus, ¥V < V; in fact, since (1,1,0) and (1,0,2) are linearly
independent, V¢ has dimension 2. Defining the rank of a linear transformation T of a vector space V to
be the dimension of the image space Vg of ¥ under 7, we have by Theorem XVI,

rr = tank of T =< dimension of V/

When the equality holds, we shall call the linear transformation 7 non-singular, otherwise, we shall call 7
singular. Thus, T of Example 11 is singular of rank 2.

Consider next the linear transformation 7" of Theorem XV and suppose 7T is singular. Smce
the image vectors T?z are then hnearly dependent, there ex1st elements s; € F, not all z, such that Zs;7; — §
Then, for é Zszéi, we have gT = g Conversely, suppose 7 = t; 51 oL §‘ and

AT = S(tENT = nE T + 6T+ + 16, T) = €

Then the image vectors é?iT, (i=1,2,...,n) must be linearly dependent. We have proved the following
result.

Theorem XVII. A linear transformation 7 of a vector space V(F) is singular if and only if there exists a

non-zero vector £ ¢ I(F) such that £ E

EXAMPLE 12. Determine whether each of the following linear transformations of F.(@) into itself is
singular or non-singular:

a - (1,1,0,0) a - (1,1,0,0)
5L — (0,1,1.0) 5L = (01,10

A B
(@) &5 - ©oLly @ & - (0.0.L1)
2, — (0,101 2, — (L1LD
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Let § ={(a,b,c.d) be an arbitrary vector of V.((D).

(@) Set &4 — (aé; + béy + cé3 +dé)Ad = (a,a+b+d,b+c,c+d) =0. Since this requires a=b=c=
d =0, that is, £ = 0, 4 1s non-singular.

(b) Set §B —(a+d,a+b+d,b+c+d,c+d) —0. Since this is satisfied when a=c¢ =1, b =0,
d=—1, we have (1,0,1, —1)B=0 and B is singular. This i1s evident by inspection, i.e.,
€18 + €8 = &48. Then, since & B, &8, 3B are clearly linearly independent, B has rank 3 and is
singular.

We shall again (see the paragraph following Example 6) postpone additional examples and problems
until Chapter 16.

14.8 THE ALGEBRA OF LINEAR TRANSFORMATIONS
DEFINITION 14.8: Denote by A the set of all linear transformations of a given vector space V(F)
over F into itself and by M the set of all non-singular linear transformations in A. Let addition (+) and
multiplication (-) on .4 be defined by
A+ B EA+B =E(A+£B, EcV(F)
and
A-B=§4-B)=(EHB,  EcV(F)
for all 4, Be A. Let scalar multiplication be defined on A by
kd: Ekd) = (kD)4 EcV(F)
forall A€ Aand ke F.
EXAMPLE 13. Let

&g — (eh)

{El = {a,b)
A
& — {g.h)

and B: {
& — {(cd)

be linear transformations of V.{R) into itself. For any vector § = (s, 1) € V2{[R), we find

£4 = (5,04 = (s2| + 12;)4 = s(a, b) + tc, d)
= (sa + tc,sb 4 td)

EB = (se+ tg,5f + th)

and

HA+ B) =(s,04 + (s, 0B = (s{a+e) + tc + &), b+ ) + Kd + )

Thus, we have

=

g — f(a+eb+f)

A+ B %
€2 — f{e+gd+h)
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Also,
EA - B) = (s, )A)B = (sa + te, sb + (d)B
=(sa+tc) (e.f)+(sb+1td)-(g.h)
= (s{ae + bg) + t(ce + dg), s{af + bh) + t{cf + dh))
and

& — (ae +bg,af +bh)

A-B: .
{62 —  (ce +dg, cf +dh)

Finally, for any k<R, we find
(kg)A = (ks, k)4 = (k(sa + tc). k(sb + td))

and

€ — (ka kb)

kA : {_,
€ — (ke kd)

In Problem 14.18, we prove the following theorem.

Theorem XVIII. The set A of all linear transformations of a vector space into itself forms a ring with
respect to addition and multiplication as defined above.

In Problem 14.19, we prove the next theorem.

Theorem XIX. The set M of all non-singular linear transformations of a vector space into itself forms a
group under multiplication.

We leave for the reader to prove the theorem below.

Theorem XX. If Ais the set of all linear transformations of a vector space V(F) over F into itself, then
A itself is also a vector space over F.

Let 4, Be A. Since, for every §e v,
E(A+B)=£A +£B
it is evident that
Vg CVai+ Ve

Then

Dimension of V41 < Dimension of V4 + Dimension of Vg

and

Farm =7q+1g
Since for any linear transformation 7 e A,

Dimension of V¢ < Dimension of V7
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we have

Dimension of V(.4 =< Dimension of ¥,

Also, since V4 C V,

Thus,

14.1.

14.2.

Dimension of Vi 4.z < Dimension of Vg

Fam =i, Ham =Te

Solved Problems

Prove: A non-empty subset U of a vector space ¥ over F is a subspace of 7 if and only if U is
closed with respect to scalar multiplication and vector addition as defined on V.

Suppose U is a subspace of V) then U is closed with respect to scalar multiplication and vector addition.
Conversely, suppose U/ is a non-empty subset of ¥ which is closed with respect to scalar multiplication and
vector addition. Let ée U; then (—u)S— —(uS) —Se U and .§+( S) qu Thus, U is an abelian
additive group. Since the properties (/)-(iv) hold in ¥, they also hold in U. Thus U is a vector space over F
and, hence, is a subspace of V.

In the vector space V3(R) over R (Example 3), let U be spanned by 51 ={1,2, = 1) and
=(2, —3,2) and W be spanned by 53 (4,1,3) and 54 =(=3,1,2). Are U and W identical
Subspaces of 1?

First, consider the vector E: 53 — 54 =(7,0,1)e W and the vector
B=xE +yE = (x+20.2x— 3y, —x+2) el
Now Eand 7 ate the same provided x, y €[R exist such that
(x+2p,2x -3y, —x+2»)=(7,0,1)

We find x = 3,y = 2. To be sure, this does not prove U7 and W are identical; for that we need to be able to
produce x, v <R such that

Xgl +J’§2 = 615?3 +b§4

for arbitrary a,5 <X,
From
x+2y=4a—3b
—x+2y=3a+2b
we find x =1(a — 50), y = 1(7a — b). Now 2x — 3y # a + b; hence U and W are not identical.

Geometrically, U and W are distinct planes through O, the origin of coordinates, in ordinary space. They
have, of course, a line of vectors in common; one of these common vectors is (7,0, 1).
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14.3.

14.4.

14.5.

Prove: The set of non-zero vectors § = {51,52, e ,g?m} of V over F is linearly dependent if and
only if some one of them, say, &, can be expressed as a linear combination of the vectors
£1,€2,...,§;_1 which precede it.

Suppose the m vectors are linearly dependent so that there exist scalars ki, ka, .. ., &, not all equal to z,
such that Tk; gg = g' Suppose further that the coefficient k; is not z while the coeﬁi-:lents ki1 kiga, ok are z
(not excluding, of course, the extreme case j = m). Then in effect

kdy +hoy + -+ kE = 1 (1
and, since kfé“; o E, we have
kig; = —lagy — ko — - — ki
or
%__:f:qlgl +Q2§z+"'+4j71§;}71 (2)

with some of the ¢; # z. Thus, é; is a linear combination of the vectors which precede it.

Conversely, suppose (2) holds. Then
kii+kb 4+ttt o+ o+, =¢
with k, # z and the vectors El, 52, A Em are linearly dependent.

Prove: Any finite set § of vectors, not all the zero vector, contains a linearly independent subset /
which spans the same space as S.

Let S:{§1,§2,...,§m}. The discussion thus far indicates that U exists, while Theorem V suggests
the following procedure for extracting it from S. Considering each vector in turn from left to right, let us
agree to exclude the vector in guestion if (1) it is the zero vector or {2) it can be written as a linear
combination of all the vectors which precede it. Suppose there are » < m vectors remaining which, after
relabeling, we denote by U = {3}y, %, - - ., i,}. By its construction, U7 is a linearly independent subset of S
which spans the same space as S.

Example 6 shows, as might have been anticipated, that there will usually be linearly independent subsets of
S, other than U, which will span the same space as S. An advantage of the procedure nsed above lies in the
fact that, once the elements of S have been set down in some order, only one linearly independent subset,
namely U, can be found.

Find a linearly independent subset U of the set S — {51, 52, 53,54}, where
El = (1’27 - 1)752 = (73’ - 673)753 = (27 1’3)’54 - (81717)E[R=

which spans the same space as S.

First, we note that él #+ g“ and move to 52 Since 52 351, (. e 52 is a linear combination of §1) we
exclude gz and move to §3 Now 53 #* 551, for any s € R; we move to §4 Since 54 is neither a scalar multiple of
51 nor of 53 (and, hence, is not antomatically excluded), we write

s+t = (1,2, — D+ 42,1,3) = (8,7, = &
and seek a solution, if any, in B of the system
s+2t=8, 2s4+t=7—s543t=7

The reader will verify that 54 — 251 + 353; hence, U = {g?l, 53} is the required subset.
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Prove: If § = {51,52, ... ,Em} is a basis of a vector space V over F and if T = {#,, 75, ....7,} iS 2
linearly independent set of vectors of V, then # < m.

Since each element of T can be writfen as a linear combination of the basis elements, the set

§= {ﬁl’sl’sl’ (R Sm}
spans ¥ and is linearly dependent. Now iy # g hence some one of the § § must be a linear combination of

the elements which precede it in 5. Examining the és in turn, suppose we find S, satisfies this condition.
Excluding g“z from §', we have the set

55 =Aleb1s G eovsBiiburie s bl

which we shall now prove to be a basis of V. It is clear that S; spans the same space as 5, i.e., S; spans V.
Thus, we need only to show that §) is a linearly independent set. Write

M =ab + @b+ +aid;, a4 €F, a; # 2
If §) were a linearly dependent set there would be some .5-:,,]' = {, which could be expressed as

%__:f = bifly + bo&) + b3k, + oo + b +bf+1§1'+1 T+ +bj71§;:;>1: by #2

whence, upon substituting for 7,

= ok + g
contrary to the assumption that S is a linearly independent set.
Similarly,
81" = {f2, %, E1, Eap e - Bty Erprse - -5 Em)
isa li_)nearly dependent set which spans V. Since #}; and %, are linearly independent, some one of the g’s in 8,

say, £, is a linear combination of all the vectors which precede it. Repeating this argnment above, we obtain
{assuming j > i) the set

IR . . - - -
S2=1{n 0808 b - 5 B - Bl

as a basis of V.

Now this procedure may be repeated until 7 is exhausted provided n < m. Suppose n > m and we have
obtained

- -

Sm = {ﬁm: ﬁm—l) BRI ¥ 771}
as a basis of V. Congider S, = SU{#, 1} Since S, is a basis of ¥ and #,,., ¢V, then 7, is
a linear combination of the vectors of S,,. But this contradicts the assumption on 7. Hence n < m, as
required.
{a) Select a basis of I'3(R) from the set
5= {§1s§2’§3’§4} = {(11 7372)1(2’47 1)7(37 1a3)s(1a1: 1)}

{b) Express each of the unit vectors of F3(R) as linear combinations of the basis vectors found in {a).
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{a) Tf the problem has a solution, some one of the E’s must be a linear combination of those which precede

it. By inspection, we find §3 = 51 + 52. To prove {51, 52, §4} a linearly independent set and, hence, the
required basis, we need to show that

af, + by +cky = (a+2b+c, —3a+4b+c,2a+b+c) = (0,0,0)

requires a = b = ¢ = 0. We leave this for the reader.

The same result is obtained by showing that

s§1+tg2:§4, s, tci

ie.,
s+2t =1
—3s+4t =1
2541t =1

is impossible. Finally any reader acquainted with determinants will recall that these equations have a
solution if and only if

1201
-3 4 1|=0
2 11

(&) Set agl + bg?z + c§4 equal to the nnit vectors €,&, €5 in turn and obtain

a+2b+e =1 a+2b+e =10 a+2b+e¢ =0
—3a+4b+c =0 —3a+4b+e¢ =1 —3a+4b+c¢ =0
2a+b+ec =10 2at+b+e¢ =10 2a+b+e =1

having solutions:

a=3/2b=5/2,c=—11/2 a=b=-1/2,c=3/2 a=-1b=-2,c=5
Thus,

. 1. s S Lo % 8, 9 - 5 8 . g®
€1 25(351 +5& — 118, & :E(—& — £ +38), and & =—§& —2& + 55,

For the vector space Fi(@) determine, if possible, a basis which includes the vectors 51 =
(3: - 2: 0: O) and 52 = (O, 1: 0: 1)

Since EI =2 E, g?z = E, and 52 + sgl for any s €@, we know that 51 and g?z can be elements of a basis of

V4(00). Since the unit vectors &), &, &3, &, {see Example 7) are a basis of ,{Q), the set S = {&,,,,21,85, 73, €4}
spans V(@) and surely contains a basis of the type we seek. Now £; will be an element of this basis if
and only if

afy + by + &1 = (Ba+c, —2a+b+d,0,6) =(0,0,0,0)
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requires ¢ = b = ¢ = 0. Clearly, €; can serve as an element of the basis. Again, & will be an element if and
only if

aE, + bE, + ¢ +dé = Ba+c, —2a+5,0,5) = (0,0,0,0) )

requiresa = b =c= d=0.Wehaveb=0=3a+c¢c=—2a+ d; then (I)is satisﬁecl b)_( a=1,6=0,¢=-3,
d =72 and so {&,%,, £, &) is not a basis. We leave for the reader to verify that (&, &,, ), &} is a basis.

Prove: If I/ and W, of dimensions » < » and s < n, respectively, are subspaces of a vector space V'
of dimension # and if /'MW and U+ W are of dimensions p and i respectively, then
t=r+s—p.

Take 4= {51, 52, s §P} as a basis of UNW and, in agreement with Theorem XII, take B =
AU{A LA, ...k phasabasis of Uand C = 4U{i, 1y, ...f; ,} as a basis of W. Then, by definition, any
vector of I/ + W can be expressed as a linear combination of the vectors of

D= {él:él: vl ‘:%:DDA'ID)\"QD‘ . ':}\'r—p:ﬁbﬁZ:' . ':ﬁsfp}
To show that D is a linearly independent set and, hence, is a basis of UV + W, consider

algl +Clz§2+--- +dp§p +b1}t] +bz)\-.)2+...
+ b"—PA' r—p +Cll11 +C2.&:2 Sk +CS—pl1s—p = E (1)

where a;, b;, cp € F.

Set 7 =cyjby + caflg + -+ + Co—pily_p. Now 7€ W and by (1), 7€ U; thus, 7e UN W and is a linear
combination of the vectors of 4, say, 7 — &, + doky +--- + dpgp' Then

criiy + eafip + -+ Cs—pﬁs_p —diky —diby— - — dpé-p =
and, since C is a basis of W, each ¢; = z and each d; = z. With each ¢; = E, {I) becomes
byt @b+ @, thiA b+ b gl = ¢ ()

Since B1s a basis of U, each g; — z and each &; = zin (I'). Then D is a linearly independent set and, hence, is
a basis of U + W of dimension ¢t =r+ 5 — p.

Prove: |- 7| < |&] - 5| for all £,7 ¢ Vu(R).
For & = 0 or 7j = 0, we have 0 < 0. Suppose & # 0 and 7} # 0; then || = k|£| for some k € R*, and we have
B = 1l = e 167 = k- [El - 7] = & - 1§ = K6
and
0= (kE =) - (kE £ 7) = G - §) £ 2K(E - 7) +7 -7
= 2k 8 - il =2k (E - 7)
Hence,
£2K(E - 7)) = 2KIE] - 1]
+(E- ) < & 14l
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and

|&- 4l < |&] - |l

14.11. Given 5: (1.2.3.49) and 5 = (2,0, — 3, 1), find

@é&-#, (& E and (7, () I58 and |37, ()£ +7

() Bofi=1-842-03 3E-3yL%. ] ——B8

(B) 6l =+T-172-2+3-3+4-4=+30, |7 =v3+9+1=+14

() |58 =25125-3425- 94 25- 16 =5/30, | ~3{l =+/T-4+9-949-1=3vT4
(@) E+i=(3,20,5and |f+7 =OT4725=+/38

14.12. Given 5: {(1.1.1) and 7 = (3,4.5) in V3(R), find the shortest vector of the form K= 5-5— s7.

Here,
A=(43s5144s51+55)
and
A 2 = 3+ 24s + 505

Now |i | is minimum when 24 + 100s = 0. Hence, J = (7/25,1/25, — 1/5). We find easily that * and i are
orthogonal. We have thus solved the problem: Find the shortest distance from the point P(1,1,1) in
ordinary space to the line joining the origin and (3,4, 5).

14.13. For £ = (a1, a, a3), = (b1, bs, bs) € V5(R), define
gx 71 = {mbs — asby, asby — arbs, aiby — axb1)

(a) Show that £ x 7 is orthogonal to both £ and 7.

(#) Find a vector i orthogonal to each of g? =(1,1,1) and = (1,2, — 3).

(0) E-(£x7) = alasbs — asbs) + aalash — arbs) + as(ar by — axby) = 0 and similarly for 7 - (€ x 7).
(d A =Exf=(=3)=2-1,1-1-1{(=),1-2—1-1) =(=5,4,1)

14.14. TLet 5: (1.1.,1.1) and # = (1,2, — 3,0) be given vectors in Fy(R).

(n) Show that they are orthogonal.

() Find two linearly independent vectors X and it which are orthogonal to both gand 7.

(¢) Find a non-zero vector ¥ orthogonal to each of g?, ﬁ,f and show that it is a linear combination of i
and fi.
(@) £-7=1-141-2+1(~3)=0: thus, £ and 7 are orthogonal.
(&  Assume (a, b, ¢, d) € V4{R) orthogonal to both gand #; then

(i) a+b+c+d=0 anda+2b—-3c=0

First, take ¢ = 0. Then o+ 25 =0 is satisfied by a =2,b=—1; and a+ b+ ¢+ d =0 now gives
d=—1. Wehave  =(2, — 1,0, — 1).

Next, take & =0. Then a — 3¢ =0 is satisfied by a=3,¢=1: and a+ s+ ¢+ d =0 now gives
d = —4. We have i = (3,0,1, —4). Clearly, & and ji are linearly independent.
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Since an obvious solution of the equations (i) is a = b = ¢ = d = 0}, why not take i= {0,0,0,00

(©) If ¥ =(a,b ¢ d)is orthogonal to £, 7, and A, then
a+b+ec+d=0, a+2b—3c=0 and 2a—b—d=10

Adding the first and last equation, we have 3a + ¢ = 0 which is satisfied by a = 1,¢ = —3. Now b = -5,
d=7and ¥ = (1, —5, — 3,7). Finally, ¥ = 3% — 3/i.

Note: Tt should be clear that the solutions obtained here are not unique. First of all, any non-zero
scalar multiple of any or all off,ﬁ, ¥ is also a solution. Moreover, in finding 2 (also, ji) we arbitrarily
chose ¢ = 0 (also, b = 0). However, examine the solution in {c) and verify that ¥ is nnigue up to a scalar
multiplier.

14.15. Find the image of § =(1,2,3,4) under the linear transformation

g — (1,-2,0.49
Lo la = ean -
e - 0 —1,5-1)
& — (1,3,2,0)

of V4{0D) into itself.
We have

E=2| +2&+3% + 42 = (1, —2,0,4)
+2(2:4:1: _2)+3(0: - 1> 5> - 1)+4(1>3>2>0) :(9:15:25: _3)

14.16. Prove: If {51, 52, o é?,,} is any basis of V' = V{(F) and if {i};, 1, .. .. 7,} is any set of » elements of
V, the mapping

T:6—14, (i=12,....n

defines a linear fransformation of ¥ into itself.

Let g?: Eslgz— and 5 = zzig?i be any two vectors in 7. Then
E+7 = s + L)€, — T(si + 17, = Esifh + Ltifh
so that
() E+DT=ET+iT
Also, for any s € F and any ége ¥,
sk = SESI'EE— —> $T8;
so that
(i) (ET = sET)
as required.

14.17. Prove: If 7 1s a linear transformation of V{F) into itself and if W 1s a subspace of V(F), then
Wy ={£T : £c W}, the image of W under 7, is also a subspace of F{(F).
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14.18.

For any ET AT e Wy, we have §T+ AT = (E§+ MmT. Since § 17 € W implies §+ne W, then
(E§+ T e Wr. Thus Wr is closed under addition. Similarly, for any §Te Wr, s€F, we have s(é“T) =
(sS)TE Wr since 5 e W implies sS € W. Thus, Wr is closed under scalar multiplication. This completes
the proof.

Prove: The set A of all linear transformations of a vector space F(F) into itself forms a ring with
respect to addition and multiplication defined by

A+ B:EA+ B =E4+£B,  EcV(F)

A-B:¥A-By=(EAB, EcV(F

forall A,Bc A
Let &7 € V(F), keF, and 4, B, CeA. Then

E+DNA+B)=E+MA+E+DB=EA+ 74+ EB+7B

—&A+B)+ A+ B

and
(kE)(A + B) = (kE)A + (kB = I(EA) + k(EB)

— k(EA+EB)

— kE(4 + B)
Also,

(E+7NA-B)=[(E+ DAB = (EA+ 7A)B
— (EOB+ (HAB=EA-B)+i(4 - B)

and

(KEYA - By = [(KEAB = JEAD]B = K(EA)B] = k(A - B)

Thus, 4 + B, 4 - Be A and A is closed with respect to addition and multiplication.

Addition is both commutative and associative since
EA+B) =4+ EB=EB+EA=EB+ 4)
and
HA+B) +Cl=EA+B)+EC=EA+EB+EC
_§A+§(B+C) A+(B+C)

Let the mapping which carries each element of F{JF) into E be denoted by 0; i.e.,

-

0:80=F  E£e¥(F)
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Then 0 A (show this),
EA+0)=EA+E0—=E4+F=Ed
and 0 is the additive identity element of A.

For each 4 € .4, let —4 be defined by
—A 1 §(—A) =—(E4), EeV(F)

It tollows readily that —4 € .4 and is the additive inverse of 4 since

-

F=CfA=(F-HA=EAd+[—GA| =HA+ (-] =£-0

We have proved that A is an abelian additive group.

Multiplication is clearly associative but, in general, is not commutative {see Problem 14.55). To complete
the proof that 4 is a ring, we prove one of the following Distributive Laws

A{B+C)=4-B+4-C
and leave the other for the reader. We have
H4-(B+ O] = GAB+ C) = DB+ (EHC
—H4-B)+HA - O)=E4-B+4-C)

14.19. Prove: The set M of all non-singular linear transformations of a vector space F(F) into itself
forms a group under multiplication.

Let 4, Be M. Since 4 and B are non-singular, they map F{F) onto F{F), ie, Vy= 1V and V= V.
Then Vigm =(Vi)p=VFer=1V and 4-B is non-singular. Thus, 4-BeM and M is closed under

multiplication. The Associative Law holds in M since it holds in .A.
Let the mapping which carries each element of F{F) onto itself be denoted by 7, ie.,
r:E=§ fev(F)
Evidently, I is non-singular, belongs to M, and since

HI-A)=(EDA =4 =ED =E4 - D)

is the identity element in multiplication.

Now A is a one-to-one mapping of F{F) onto itself; hence, it has an inverse 4! defined by
A G =E Eev(R)
For any £, 7 € V(F), A M, and k € F, we have £4, 4 € V{F). Then, since
EA+ A =E+iA- AT = E+ = EDA™ + G
and
REDIA T = (kA = kE = HEAA ]

it follows that 4~ € .A. But, by definition, .4~ ! is non-singular; hence, 4! € M. Thus each clement of M
has a multiplicative inverse and M is a multiplicative group.
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14.20.

14.21.

14.22.

14.23.

14.24.

14.25.

14.26.

14.27.

14.28.

Supplementary Problems

Using Fig. 14-1:
(a) Identify the vectors {1,0) and (0, 1); also (4, 0) and {0, 5)
(&) Verly (a,0) =(a, 1)+ (0, 8) = a(l, ) + 0, 1).
Using natural definitions for scalar multiplication and vector addition, show that each of the following are
vector spaces over the indicated field:
(@) V=R: F=0Q
b V=CF=R
(&) V={a+b3d24+ecv3:a,bccQ F=0Q
() T = all polynomials of degree < 4 over R including the zero polynomial; F = Q
(6) V={ae4+eer c,0ckRy F=R
() V=A{la,a,m): e, a1+ 2a; = 3}, F =0
(g) V=da+bx:abcZ}, F=%Z;

{a) Why is the set of all polynomials in x of degree > 4 over R not a vector space over [R?

(B) Is the set of all polynomials [[x] a vector space over 7 over C?

Let £ 7 € V over F and s, 1€ F. Prove:
(a) When 5;& E, then s§: tg implies s = 7.
(h) When s # z, then sg?: si) implies g?: 7.

Let .7 # £ V over F. Show that £ and 7 are linearly dependent if and only if £ = s7 for some s € F.

{a) Let E,ﬁ e V{R). If g? and # are linearly dependent over R, are they necessarily linearly dependent over
@7 aver C?

(B) Consider (a) with linearly dependent replaced by linearly independent.

Prove Theorem IV and Theorem VL

For the vector space V= Vy{R) ={(ar,b,¢,d) 1 a,b,¢,d €} over R, which of the following subsets are
subspaces of F?

(o) U={{a,a,a,a): acl}

(b U={{a,b,a,b):a,beZ}

(¢) U={{a,2a,b,a+8):abcR}

(dy U={{m,m,m,04) : a;€R, 2a0 + 303 =0}

(&) U={{a1,m,0a3,a4):0;€R, 2a; + 303 = 5}

Determine whether the following sets of vectors in F5(@) are linearly dependent or independent over (D:

(a) {(0! 0! 0)’ (1’ 1! 1)} (d) {(0’ 1! - 2)! (1! - 1’ 1)’ (1’2! 1)}
(b) {(11 - 273)1(3’ - 6’ 9)} (é‘) {(0:2’ - 4)’ (17 - 27 - 1)7(1: - 4’ 3)}
(e) {(1, —2, —3),(3,2, 1)} M {d, =1, = 1,23, 1),(—1,4, — 2),(3,10,8)}

Ans. (2), {d) are linearly independent.
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14.29.

14.30.

14.31.

14.32.

14.33.

14.34.

14.35.

14.36.

14.37.

14.38.

14.39.

14.40.

14.41.

14.42.
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Determine whether the following sets of vectors in V3(Zs) are linearly dependent or independent over Zs:

(@ {(1,2,4),(2,4. D} {9) {(0,1,1),(1,0,1),(3,3,2)}
(0 {2,3,49.3,21)} @ {(4,1,3),2,3,1),4,1,00}

Ans. (@), (¢) are linearly independent.

For the set §={(1,2,1),(2,3,2),(3,2,3),(1, 1, 1)} of vectors in F{Zs) find a maximum linearly independent
subset T and express each of the remaining vectors as linear combinations of the elements of 7.
Find the dimension of the subset of V3{Q) spanned by each set of vectors in Problem 28.
Ans. (a), (0) 15 {c), {e) 2; {d), {/) 3
For the vector space C over R, show:
(@) {l,i}is a basis.
(b) {a+ bi,c+di}is a basis if and only if ad — be¢ £ 0.

In each of the following, find a basis of the vector space which includes the given set of vectors:
(@) {(1,1,00,{0,1,1)} in ¥5(Q).
@Gy 421 ~1 ~242,8,~2; 14,2, 1,3 i V).
(¢) {(2,1,1,00,{1,2,0, )} in Vais).
() {(1,0,1,000,7,1,0)} in Vy(C).
Show that S = {El, 52, 53} ={{i{,14+42),2+144,1),{3,34+2{ — 1)} is a basis of V3{C) and express each of
the unit vectors of ¥3{C) as a linear combination of the elements of 5.
Ans. & =[(—39 — 6)E, + (30 — NE, + (2 — 130)E,]/173

2, = [(36 — 400)E, + (=101 + 519, + (71 — 291)E,]/346

Z3 = [(104 + 160&, + (75 — 550, + (—63 — 231)4]/346
Prove: If k1§1 + k2§2 + ks 53 = E, where k1, ka2 # z, then {51,53} and {52, §3} generate the same space.
Prove Theorem IX.
Prove: If {g?l, 52, 53} is a basis of F5(Q), so also is {El + 52, g?z + 53, _'3 + g?l}. Is this trme in F5(Z5)? In F5(Z5)?
Prove Theorem X.

Hint. Assume 4 and B, containing, respectively, m and »n elements, are bases of 7. First, associate S
with A and 7 with B, then S with B and T with 4, and apply Theorem VIIIL.

Prove: If V7 is a vector space of dimension » > 0, any linearly independent set of n vectors of ¥ is a basis.

Let El, 52, ey Em el and S = {El, 52, S g?m} span a subspace U < V. Show that the minimum number of
vectors of I necessary o span U is the maximum number of linearly independent vectors in S.

Let {51,52, .. .,Em} be a basis of V. Show that every vector Ee ¥ has a unique representation as a linear
combination of the basis vectors.

Hint. Suppose g?: Ecz—é‘; — Edz—gi; then Ecz—é‘; — Edi—gi = E

Prove: If U7 and W are subspaces of a vector space V, so also are U N W and U + W.
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14.43.

14.44.

14.45.

14.46.

14.47.

14.48.

14.49.

14.50.

14.51.

14.52.

14.53.

Let the subspaces U and W of F4(Q) be spanned by

A={(2, —1,1,00,(1,0,2, 1)}

and
B={(0,0,1,00,(0,1,0,1),{4, — 1,5,2)}

respectively. Verify Theorem XIII. Find a basis of U7 + W which includes the vectors of 4; also a
basis which includes the vectors of B.

Show that P = {{e, b, — b,) : 2, b €R} with addition defined by
(a,b, —b,a) +(c,d, —d,c) =(a+e¢,b+d, —(b+d),a+c)

and scalar multiplication defined by ke, b, — b,a) = {ka, kb, — kb, ko), for all (o b, — b, a),
(c.d, —d,c)c P and k<R, is a vector space of dimension two.

Let the prime p be a prime element of & of Problem 11.8, Chapter 11. Denote by F the field G, and by 7
the prime field Z, of F. The field F, considered as a vector space over ', has as basis {l,7}; hence,
F={ay-1+ay-i:a,meF). (g) Show that F has at most p? elements. (5) Show that F has at least p?
elements, (that is, @y -1+ ay-i="5 -1+ by -7 if and only if @ — &, = @y — b, = 0) and, hence, exactly p°
elements.

Generalize Problem 14.45 to a finite field F of characteristic p, a prime, over its prime field having »
elements as a basis.

For &,7, i € Vi(R) and k R, prove:

-

(@) EF=7-E () E+R -p=E-p+7i-fh (&) kE-H=KE 7).

Obtain from the Schwarz inequality —1 < (€ - ) /(I€] - [7]) < | to show that cos & = & - 71/|| - || determines
one and only one angle between 0° and 180°.

Let length be defined asin VH(IR)_; Show that (1, 1) € (@) is without length while (1, i) € I5(C) is of length .
Can you suggest a definition of £ - 7 so that each non-zero vector of ¥;(C) will have length different from 0?

Let &7 € Vo(R) such that |£| = |7|. Show that £ —# and &+ are orthogonal. What is the geometric
inferpretation?

For the vector space 17 of all polynomials in x over a field 7, verify that each of the following mappings of 77
info itself is a linear transformation of 7.

(a) a(x) = a(x) (€) a(x) = a(—x)
(0) a(x) = —a(x) (@) ax) = «(0)

Show that the mapping T : (a,5) — (a+ 1,5+ 1) of V5 {R) into itselt is not a linear transformation.
Hint. Compare (&, +&)7T and (&, T +&7T).
For each of the linear transformations 4, examine the image of an arbitrary vector g? to determine the rank
of 4 and, if 4 is singular, to determine a non-zero vector whose image is 0.
(@) A:61 =2 D, &—(1,2)
(B) 4:6 =3, -4, & — (-39
(&) A4:8 = (11,2, & —{2,1,3), &5 —= (1,0, —2)
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d A:6—(1,-11),&—(-3,3 -3),6& (23,4
(e g (01, — 1) (=1 11008 41,0, - 3)
(fy Axé~» (1,0,3), &~ (0,1,1),& = 2,2,8)

Ans. (@) non-singular; (&) singular, (1, 1); {¢) non-singular; {d) singular, (3, 1,0); {¢) singnlar {(—1, 1, 1);

(/) singular, (2,2, — 1)
14.54. For all 4,Bc A and k, /€ F, prove
(@) kdeA
(b)) KA+ B)y=kd+kB, (k+N4d=k4+ 4
(&) kA -B)y=(kA)B=AkB);, (k- DA =k(i4)
()0 - A=k0=0:ud =4

with ( defined in Problem 14.18. Together with Problem 14.18, this completes the proof of Theorem
XX, given in Section 14.8.

14.55. Compnute B - 4 for the linear transformations of Example 13 to show that, in general, 4-B # B- 4.

14.56. For the linear transformation on F5(R)

gl — (CI, b: C) El — (j: k: l)
A58 = (d.ef) B:1dé — (map
g3 - (g: h: I) E3 - (CI; r, S)

obtain

-

€] == (d+j,b+k,£+l)
A+B:3é — (d+me+nf+p)
& — (ge+qgh+ri+ts)

€& — (aj +bm+ cq,ak +bn+ cr,al + bp + cs)
A-B:{& — (di+em+fg di+en+fr.dl+ep+f5)
€3 — (gi+hm+ig gh+hn+ir,gl+ hp +is)

and, for any k €R,
e — (ka kb ko)

kd:{& —  (kd ke kf)
G — (ke kh ki)

14.57. Compute the inverse 47 of

of V»(R).

-

1 = 2.3

Hint. Take

41 {gl =* (p:‘?)

& = (19
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and consider (£4)4-1 = & where £ = (a, b).
. {1 - (3, -1
e — (=2,1)

14.58. For the mapping

2 = (1,0 11,1
le{q (LO =~ LLD oy b e w=m®

=01 — 1.2

verify:
(@) T, is a linear transtormation of ¥ into .

{0) The image ofE: 2, eVis (2,3, W.
(¢) The vector (1,2,2)c W is not an image.
(d) Vo has dimension 2.

14.59. For the mapping

4 =(1,0,00 -  (1,0,1,1)
Tyid 8 =(0,1,00 — (0,1,1,1) of ¥V=¥WyR) into W = FyR)
€3 =1(0,0,1) — (1, —1,0,0)

verify:
{¢) T, is alinear transformation of Vinto W.
(b) The image of E=(1, — 1, — )& ¥ is (0,0,0,0) € 7.

(¢) Ve, has dimension 2 and rp, = 2.
14.60. For T} of Prablem 58 and T, of Problem 359, verify

4 =(L0) - (20273
e 5 O (1,0) ( )
&=00 — 2 -11D

‘What is the rank of T4 - T5?

14.61. Show that if I/ and W are subspaces of a vector space F, the set UU W = {5: ge U or ge W} is not
necessarily a subspace of V.

Hint. Consider ¥V = Vo(R), U = {4, :acR} and W = {b&; : bR}



Matrices

INTRODUCTION

In the previous chapter we saw that the calculations could be quite tedious when solving systems of
linear equations or when investigating properties related to vectors and linear transformations on vector
spaces. In this chapter, we will study a way of representing linear transformations and sets of vectors

which will simplify these types of calculations.

15.1 MATRICES

Consider again the linear transformation on F3(R)

gl == (a:bbc) gl — U:k:l)
A& = (def) and B: 3 & — (mup)
€1 — (g, h1) € — (q.7,9)

for which (see Problem 14.56, Chapter 14)

El —>((,I+_],b+k,€+l)
A+B:{& = ({d+me+nf+p)
& = (g+g.h+ri+s)

€1 — (af ~ b+ cq,ak + bn + cr,al + bp + ¢3)
A-B:{ & — (dj +em+fq.dk + en + fr.dl + ep + f3)
€3 — (gf +hm+iq gk +hn+ir,gl + hp + is)

€ — (ka kb, kc)
kd: & — (kd ke kf). keR
2y — (k. kh, k)

204
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As a step toward simplifying matters, let the present notation for linear transformations 4 and B be
replaced by the arrays

a b ¢ J k1
A=|d e f and B=|m n p (2)
g h i g r s

effected by enclosing the image vectors in brackets and then removing the excess parentheses and
commas. Qur problem is to translate the operations on linear transformations into corresponding
operations on their arrays. We have the following two statements:

The sum A + B of the arrays 4 and B is the array whose elements are

the sums of the corresponding elements of 4 and B.

The scalar product k4 of k, any scalar, and A is the array whose elements

are k times the corresponding elements of 4.

In forming the product 4 - B, think of 4 as consisting of the vectors 7, p,, b (the row vectors of 4)
whose components are the elements of the rows of 4 and think of B as consisting of the vectors ¥;. ¥, Vs
(the colwmn vectors of B) whose components are the elements of the columns of B. Then

P Pie¥i Py BV
AB=|p | [¥1 ¥ Pa]l=|5¥1 Bo V2 Po¥a
Ps Py-¥1 Pic¥a B3V

where p; - y; is the inner product of g; and y;. Note carefully that in 4 - B the inner product of every row
vector of 4 with every column vector of B appears; also, the elements of anv row of A - B are those inner
products whose first factor is the corresponding row vector of 4.

EXAMPLE 1.

() WhenA:[l z

5 6
3 4i| andB:[7 8] aver @, we have

1+5 246 6 8
A+B= = ,
347 448 10 12
16-1 16-2 10 20
104 = =
13-3 10-4 30 40
1 2 516 1-542-7 1-642-8 19 22
A-B=-—-—--- | = =
3 4 718 3-54+4-7 3-6+4-8 43 50

5 6 112 5+ 18 10+24 23 34
and B A= —-——1- [ = =
7 8 314 7424 14432 31 46
(6) When
1 o =2 3 -1 0
A=10 -3 1 and B=| -2 0 3

]
—
o
o
]
|
e
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over (O, we have

3 3 -7
and B-4—= 4 3 4

15.2 SQUARE MATRICES

The arrays of the preceding section, on which addition, multiplication, and scalar multiplication have
been defined, are called square matrices; more precisely, they are square matrices of order 3, since they
have 37 elements. (In Example 1(a), the square matrices are of order 2.)

In order to permit the writing in full of square matrices of higher orders, we now introduce a more
uniform notation. Hereafter, the elements of an arbitrary square matrix will be denoted by a single
letter with varying subscripts; for example,

b1 bz b1z bu
by bn by b
by bn b b
d3)  dsy  dis bar by bas bu

an diz i3
A= dil dzr dg and B=

Any element, say, by4 is to be thought of as b; 4 although unless necessary (e.g., b1z; which could be
by2,1 or by 21) we shall not print the comma. One advantage of this notation is that each element discloses
its exact position in the matrix. For example, the element ;4 stands in the second row and fourth
column, the element b3, stands in the third row and second column, and so on. Another advantage
is that we may indicate the matrices 4 and B above by writing

A=lay], (i=1,23j=1,2,3)

and B=1[b;], (1=1,2,3,4,7=1,2,3,4)
Then with 4 defined above and C = [¢], (i.j = 1, 2, 3), the product

ECI]J,‘CJ-] Zalejz ECI]J,‘CJ-Q
A-C = Zaszjl Za’zqu ECIQJ,‘CJ-Q
2613}‘6}1 Z(,I3j€j2 2613}‘6}3

where in each case the summation extends over all values of j; for example,

Ty e = ancn + dopcys + daacss, etc.

DEFINITION 15.1: Two square matrices I and M will be called equal, . = M, if and only if one is the
duplicate of the other; i.e., if and only if I. and M are the same linear transformation.

Thus, two equal matrices necessarily have the same order.

DEFINITION 15.2: In any square matrix the diagonal drawn from the upper left corner to the lower
right corner is called the principal diagonal of the matrix.

The elements standing in a principal diagonal are those and only those (a1, an;,as; of 4, for
example) whose row and column indices are equal.
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By definition, there is a one-to-one correspondence between the set of all linear transformations
of a vector space over F of dimension # into itself and the set of all square matrices over F of order »
(set of all m-square matrices over JF). Moreover, we have defined addition and multiplication on
these matrices so that this correspondence is an isomorphism. Hence, by Theorems XVIII and XIX of
Chapter 14, we have the following theorem.

Theorem I. 'With respect to addition and multiplication, the set of all n-square matrices over F is a ring
R with unity.

As a co nsequence:

Addition is both associative and commutative on R.
Multiplication is associative but, in general, not commutative on R.

Multiplication is both left and right distributive with respect to addition.

DEFINITION 15.3: There exists a matrix 0, or 0, the zero element of ‘R, each of whose elements is the
zero element of F.

For example,

00 0
02:[8 8i| and O3=10 0 0
0 0 0

are zero matrices over R of orders 2 and 3, respectively.

DEFINITION 15.4: There exists a matrix £, or 1, the unity of R, having the unity of F as all elements
along the principal diagonal and the zero element of F elsewhere.

For example,

1 0 1 00
I2|:0 1i| and I3: 0 1 0
0 0 1

are identity matrices over R of orders 2 and 3, respectively.

For each 4 =|[a;] € R, there exists an additive inverse —d4 = (—1)[ay] =[—ay] such that
A+(—4)=0.

Throughout the remainder of this book, we shall use 0 and 1, respectively, to denote the zero element
and unity of any field. Whenever z and u, originally reserved to denote these elements, appear, they will
have quite different connotations. Also, 0 and | as defined above over R will be used as the zero and
identity matrices over any field F.

By Theorem XX, Chapter 14, we have the following theorem:

Theorem I. The set of all n-square matrices over JF is itsell a vector space.
A set of basis elements for this vector space consists of the n> matrices

E;,(1,j=1,2,3,....n)

of order x having 1 as element in the (i,7) position and (’s elsewhere. For example,

{En,Elz,Ezl,Ezz}{[(l) 8i|=|:8 (1)i|’|:(1) 8i|’|:8 ?i“

is a basis of the vector space of all 2-square matrices over JF; and for any

A= |:f 2i|, we have A:CIE]]+bE12+CE2]+dE22
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15.3 TOTAL MATRIX ALGEBRA

DEFINITION 15.5: The set of all n-square matrices over JF with the operations of addition,
multiplication, and scalar multiplication by elements of F is called the fotal matrix algebra Mu(F).

Now just as there are subgroups of groups, subrings of rings, . . ., so there are subalgebras of M, (F).
For example, the set of all matrices M of the form

a b ¢
2¢ a b
26 2¢ a

where a,b,¢ € @, is a subalgebra of Ms(@). All that is needed to prove this is to show that addition,
multiplication, and scalar multiplication by elements of @ on elements of M invariably yield elements of
M. Addition and scalar multiplication give no trouble, and so M is a subspace of the vector space
M2(@). For multiplication, note that a basis of M is the set

01 0 00 1
Lx—=10 0 1], Y=1[2 00
2.0 0 02 0

We leave for the reader to show that for 4, B € M,

A-B=(al +bX +cY)xi+ yX +zY)
= (ax + 2bz + 2ey) +(ay + bx + 2c2)X +(az + by + cx)¥ € M;

also, that multiplication is commutative on M.

154 A MATRIX OF ORDER m x n

DEFINITION 15.6: By a matrix over F we shall mean any rectangular array of elements of F; for
example

‘11 C12
dpp diz a3 bu b b1z bu P &
21 €22
A= an a»n dan |, B=10by by by by |, C=
L ) W e o)
an  an  da by bn b b
C41 C4

or A:[ay]:(I:J:1:2:3) B:[by]:(l:1:253}1:1:2:354) C:[Cy]b(1:1>2:3:4}.]:152)

any such matrix of m rows and » columns will be called a mairix of order m x n.

For fixed m and n, consider the set of all matrices over F of order m x n. With addition and
scalar multiplication defined exactly as for square matrices, we have the following generalization of
Theorem I1.

Theorem II’. The set of all matrices over F of order m x » is a vector space over F.

Multiplication cannot be defined on this set unless m = n. However, we may, as Problem 14.60, Chapter
14, suggests, define the product of cerfain rectangular arrays. For example, using the matrices 4, B, C
above, we can form A - B but not B- 4; B C but not € - B; and neither 4 - C nor € - A. The reason is
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clear; in order to form L - M the number of columns of L must equal the number of rows of M. For B
and C above, we have

1 b ¥V P Vs Tbyen  Lbyep
B-C=|p5|-[}1 ¥2l=|F2-¥1 Bo-¥y|=| Ebyen Thyep
i Pi-¥1 Pi¥a Ebyen  Bbsiep

Thus, the product of a matrix of order m x n and a matrix of order # x p, both over the same field 7, isa
matrix of order m x p. See Problems 15.2 15.3.

15.5 SOLUTIONS OF A SYSTEM OF LINEAR EQUATIONS

The study of matrices, thus far, has been dominated by our previous study of linear transformations
of vector spaces. We might, however, have begun our study of matrices by noting the one-to-one
correspondence between all systems of homogeneous linear equations over R and the set of arrays of
their coefficients. For example:

] Zx+3y4+z=0 2 3 1
(i) x—y+4z=0 and 1 =1 4 (3)
(7ii) dx+1ly—5z=0 4 11 =5

What we plan to do here is to show that a matrix, considered as the coefficient matrix of a system of
homogeneous equations, can be used (in place of the actual equations) to obtain solutions of the system.
In each of the steps below, we state our “‘moves,” the result of these “‘moves” in terms of the equations,
and finally in terms of the matrix.

The given system (3) has the trivial solution x = y = z = 0; it will have non-trivial solutions if and
only if one of the equations is a linear combination of the other two, i.e., if and only if the row vectors
of the coefficient matrix are linearly dependent. The procedure for finding the non-trivial solutions, if
any, is well known to the reader. The set of ““‘moves’” is never unique; we shall proceed as follows:
Multiply the second equation by 2 and subtract from the first equation, then multiply the second
equation by 4 and subtract from the third equation to obtain

(i) — 2(i) Ox+5p—72=0 0 5 -7
(if) x—y+4z=10 and 1 -1 4 (4)
(i) — 4(i) Ox+ 15p—21z=0 0 15 =21

In (4), multiply the first equation by 3 and subtract from the third equation to obtain

(7y — 2(ii) Ox+5p—7z=0 0 5 =7
(i) x—y+4z=0 and I -1 4 &)
(i) + 2(i1) — 3() Ox+0y+0z=0 0o 0 0

Finally, in (5), multiply the first equation by 1/5 and, after entering it as the first equation in (6), add
it to the second equation. We have

HOE ] Ox+p—7z/5=0 0 1 =7/5
113G + ()] x+0p4+132/5=0 and 1 0 13/5 (6)
(i) + 2(if) — 3(i) Ox+0y4+0z=0 0 0 0

Now if we take for z any arbitrary » € R, we have as solutions of the system: x = —13#/5, y = 7¢/5,

Z=Fr.
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We summarize: from the given system of equations (3), we extracted the matrix

2 3 1
Ad=|1 -1 4
4 11 =5

by operating on the rows of 4 we obtained the matrix

0 1 <75
B=|1 0 13/5
0 0 0

considering B as a coeflicient matrix in the same unknowns, we read out the solutions of the original
system. We give now three problems from vector spaces whose solutions follow easily.

EXAMPLE 2. Isé, —(2,1,4), £ = (3, — 1,11), &; = (1,4, — 5) a basis of F5(R)?

We set x§1 +y§2 + 253 =2x+3v+z, x—v+4z, dx+ 11y —52) =0= (0, 0,_9) and thain the system of
equations (3). Using the solution x = —13/5, y=7/5, z =1, we find & = {13/5)&, — (7/5)&,. Thus, the given set
is not a basis. This, of course, is implied by the matrix {5) having a row of zeros.

EXAMPLE 3. Istheset oy =(2,3,1), ;o =1, — 1.4, p3 = (4,11, —5) a basis of V3(R)?

The given vectors are the row vector of {3). From the record of moves in {J), we extract (i) + 2(i) — 3{({) = 0 or
fy+ 25y — 35 = 0. Thus, the sef is not a basis.

Note. The problems solved in Examples 2 and 3 are of the same tvpe and the computations are
identical; the initial procedures, however, are quite different. In Example 2, the given vectors constitute
the columns of the matrix and the operations on the matrix involve linear combinations of the
corresponding components of these vectors. In Example 3, the given vectors constitute the rows of the
matrix and the operations on this matrix involve linear combinations of the vectors themselves. We shall
continue to use the notation of Chapter 14 in which a vector of V,(F) is written as a row of elements
and, thus, hereafter use the procedure of Example 3.

EXAMPLE 4. Show that the linear transformation

6 —>(2,3,)=p
T:¢ &=, -1,H=p
2 > (4,11, —5) =5

of ¥ = F3([R) is singular and find a vector of ¥ whose image is 0.

We write
2003 1 K
T=|1 -1 4|=]|4
4 11 -3 B

By Example 3, 5 + 2p, — 35, = 0; thus, the image of any vector of Fis a linear combination of the vectors 7, and
7;. Hence, Vr has dimension 2 and T is singular. This, of course, is implied by the matrix (§) having a single row
of zeros.

Since 35, — 2p; — oy =0, the image of 7 =(3, —2, — 1)is 0, i.ec.,

2 3 1
3,-2-D-[1 -1 4|=0
4 11 -5

Note. The vector (3, — 2, — 1) may be considered as a 1 x 3-matrix; hence, the indicated product
above is a valid one. See Problem 15.4.
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15.6 ELEMENTARY TRANSFORMATIONS ON A MATRIX

In solving a system of homogeneous linear equations with coefficients in F certain operations may be
performed on the elements (equations) of the system without changing its solution or solutions:

Any two equations may be interchanged.
Any equation may be multiplied by any scalar k& # 0 of F.

Any equation may be multiplied by any scalar and added to any other equation.

The operations, called elementary row transformations, thereby induced on the coefficient matrix of
the system are
The interchange of the ith and jth rows, denoted by H;.
The multiplication of every element of the ith row by a non-zero scalar &, denoted by H;(k).
The addition to the elements of the ith row of & (a scalar) times the corresponding elements of the jth
row, denoted by sz(k)

Later we shall find useful the elementary colwmn transformations on a matrix which we now list:

The interchange of the ith and jth columns, denoted by K.
The multiplication of every element of the ith column by a non-zero scalar &, denoted by Ki(k).

The addition to the elements of the ith column of % (a scalar) times the corresponding elements of the jth
column, denoted by Ky(k).

DEFINITION 15.7: Two matrices 4 and B will be called row (column) equivaleni if B can be obtained
from A by a sequence of elementary row (column) transformations.

DEFINITION 15.8: Two matrices 4 and B will be called equivalent if B can be obtained from A by a
sequence of row and column transformations.

Note: When B is row equivalent, column equivalent, or equivalent to 4, we shall write B ~ 4. We
leave for the reader to show that ~ is an equivalence relation.

EXAMPLE 5. (o) Show thattheset{(1,2,1,2),(2,4,3,4),(1,3,2,3),(0,3, 1, 3)}is not a basis of V4(Q). (b) It T'is the
linear transformation having the vectors of {a) in order as images of £, 29, €3, 4, what is the rank of 77 {¢) Find a
basis of F4(Q) containing a magimum linearly independent subset of the vectors of {a).

{a) Using in turn Hy(—2), H3i{—1); H13{—2), Hiz{—3); Ha2{2), we have

121 2 I 2T 2 1 0 -1 0 1 0 -1 0
2 4 3 4 001 0 00 10 00 10
A=l 3 2307 o1 1 1|7 o 11l e 1
03 1 3 0 3 1 3 00 -2 0 00 00

The set is not a basis.
{#) Using H»(1), H3{—1) on the final matrix obtained in {a), we have

o= o O
o— o O
oo o -
oo o
[l
oo o

-1
1
1
0

e R - e R e

Now B has the maximnm number of zeros possible in any matrix row equivalent to 4 {verify this). Since B has
three non-zero row vectors, Fr is of dimension 3 and ry = 3.

{¢) A check of the moves will show that a multiple of the fourth row was never added to any of the other three.
Thus, the first three vectors of the given set are linear combinations of the non-zero vectors of B. The first three
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vectors of the given set together with any vector not a linear combination of the non-zero row vectors of B, for
example &, or &4, is a basis of V4(@Q).

Consider the rows of a given matrix 4 as a set S of row vectors of V,(F) and interpret the
elementary row transformations on A4 in terms of the vectors of § as:

The interchange of any two vectors in S.
The replacement of any vector § € § by a non-zero scalar multiple ag.

The replacement of any vector 5 € § by a linear combination 5 + b7 of § and any other vector 7 € S.
The foregoing examples illustrate the following theorem.

Theorem III. The above operations on a set § of vectors of F,(F) neither increase nor decrease the
number of linearly independent vectors in S. See Problems 15.5 15.7.

15.7 UPPER TRIANGULAR, LOWER TRIANGULAR, AND DIAGONAL MATRICES

DEFINITION 15.9: A square matrix 4 = |a;;] is called upper triangular if @;; = 0 whenever i > j, and is
called lower triangular if a@; =0 whenever i <j. A square matrix which is both upper and lower
triangular is called a diagonal matrix.

1 2 3
For example, 0 4
|0 0 2]
1 0 0
is upper triangular, 3 0
|3 4 5]
1 0 0
is lower triangular, while 0 0 0
|0 0 2]
-2 00
and 0 3 0
0 0 1

are diagonal.
By means of elementary transformations, any square matrix can be reduced to upper triangular,
lower triangular, and diagonal form.
1 2 3
4=14 5 6
[5 7 J

over @ to upper triangular, lower triangular, and diagonal form.

(o) Using Hy{—4), H31(—5); H3{—1), we obtain

1 2 3 1 2 3 1 2 8
A=14 5 6|~|0 =3 —6|~|0 -3 —6
5 7 8 0 -3 -7 |

which is npper triangnlar.

EXAMPLE 6. Reduce
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(&) Using Hyz(~2/5), Has(—5/7); Hiz(~21/10), Hx(~1/28)

1 2 3 ~3/5 0 3/5 —3/2 00
A—|:4 5 é]v[ 3/7 © 2/7]~[ 1/4 —1/4 0}
5 7 8 57 8 5 7 8

which is lower triangular.

{¢) Using Hy(—4), H3{=5), Hyp(—1); H12(2/3); Hiz{—1), H33(—6)

1 2 3 1 0 -1 1 0 0
A4~10 -3 -6 |~|0 -3 —&6|~[0 =3 0
6o 0 -1 o0 ¢ -1 o 0 -1
which is diagonal. See also Problem 15.8.

158 A CANONICAL FORM
In Problem 9, we prove the next theorem.

Theorem IV. Any non-zero matrix 4 over F can be reduced by a sequence of elementary row
transformations to a row canonical matrix (echelon matrix) C having the properties:

(i) FEach of the first r rows of C has at least one non-zero element; the remaining rows, if any, consist entirely
of zero elements.

(ii) In the ith row (i =1,2,...,r) of C, its first non-zero element is 1. Let the column in which this element
stands be numbered j,.
(iii) The only non-zero element in the column numbered 7, (i =1,2,...,r) is the element 1 of the ith row.

(iv) jr<j=---<}.

EXAMPLE 7.

{z) The matrix B of Problem 15.6, is a row canonical matrix. The first non-zero element of the first row is 1 and
stands in the first column, the first non-zero element of the second row is 1 and stands in the second column, the
first non-zero element of the third row is 1 and stands in the fifth column. Thus, j; =1, 4 =2, j3 =5 and
J1 =< j2 =< j3 is satisfied.

(&) The matrix B of Problem 15.7 fails to meet condition (iv) and is not a row canonical matrix. It may, however, be
reduced to

oo O o -
oo O = O
oo = o o

a row canonical matrix, by the elementary row transformations Hia, His.

In Problem 15.5, the matrix B is a row canonical matrix; it is also the identity matrix of order 3. The
linear transformation 4 is non-singular; we shall also call the matrix 4 non-singular. Thus,

DEFINITION 15.10: An n-square matrix is non-singular if and only if it is row equivalent to the
identity matrix /.

Note. Any n-square matrix which is not non-singular is called singular. The terms singular and
non-singular are never used when the matrix is of order m x n with m # n.
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DEFINITION 15.11: The rank of a linear transformation 4 is the number of linearly independent
vectors in the set of image vectors.

We shall call the rank of the linear transformation 4 the row rank of the matrix 4. Thus,

DEFINITION 15.12: The row rank of an m x # matrix is the number of non-zero rows in its row
equivalent canonical matrix.

It is not necessary, of course, to reduce a matrix to row canonical form to determine its rank. For
example, the rank of the matrix 4 in Problem 15.7 can be obtained as readily from B as from the row
canonical matrix ¢ of Example 7(b).

15.9 ELEMENTARY COLUMN TRANSFORMATIONS

Beginning with a matrix A4 and using only elementary column transformations, we may obtain matrices
called column equivalent to 4. Among these is a column canonical matrix D whose properties are
precisely those obtained by interchanging “‘row” and ‘“‘column” in the list of properties of the row
canonical matrix C. We define the column rank of 4 to be the number of column of D having at least one
non-zero element. Qur only interest in all of this is the following result.

Theorem V. The row rank and the column rank of any matrix 4 are equal.

For a proof, see Problem 15.10.
As a consequence, we define

DEFINITION 15.13: The rank of a matrix is its row (column) rank.

Let a matrix A over F of order s x # and rank » be reduced to its row canonical form C. Then using
the element 1 which appears in each of the first » rows of C and appropriate transformations of the type
Ky(k), € may be reduced to a matrix whose only non-zero elements are these 1's. Finally, using
transformations of the type K, these 1’s can be made to occupy the diagonal positions in the first » rows
and the first » columns. The resulting matrix, denoted by &, is called the normal form of A.

EXAMPLE 8.
{z) In Problem 15.4 we have

1 2 2 0 1 0 4 =2
2 5 31 0 1 -1 1
A=138 4 2/"loo o o€
2 71 3 0 0 0] 0]
Using Kz1(—4), K41(2); K53(1), Kg2{—1) on C, we obtain
I o 4 =2 1 & 00 1 00 0
Lo 01 -1 1y (et =11 (61 00| _|L O
0o o 0 0 ¢ 00 000 0| |0 OFf
0o o 0 0 ¢ 00 0000

the normal form.
() The matrix B is the normal form of A4 in Problem 15.5.

{¢) For the matrix of Problem 15.6, we obtain using on B the eclementary column transformations
Ky1(—4), K5p(1), Kin(—2); Kis
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Note. From these examples it might be thought that, in reducing 4 to its normal form, one first
works with row transformations and then exclusively with column transformations. This order is not
necessary. See Problem 15.11.

15.10 ELEMENTARY MATRICES

DEFINITION 15.14: The matrix which results when an elementary row (column) transformation is
applied to the identity matrix 7, is called an elemeniary row (column) matrix.

Any elementary row (column) matrix will be denoted by the same svmbol used to denote the
elementary transformation which produces the matrix.

EXAMPLE 9. When

1 0 0
r=|o 1 ol
0 0 1
we have
0 0 1 1 0 0 1 0 0
Hi;=|0 1 0| =K;, Hk)=|0 k& 0|=EKik), Hpk)= |0 1 k| =E&pk
1 ¢ 0 G 0 1 0 01

By Theorem 111, we have these two theorems.
Theorem VI. Every elementary matrix is non-singular.

Theorem VII. The product of two or more elementary matrices is non-singular.
The next theorem follows easily.

Theorem VII. To perform an elementary row (column) transformation 7 (K) on a matrix 4 of order
m x n, form the product H-A4 (A4-K) where H (K) is the matrix obtained by performing the
transformation H (K) on 1.

The matrices  and K of Theorem VIII will carry no indicator of their orders. If 4 is of order m x n,
then a product such as Hys - 4 - Kz3(k) must imply that His is of order m while Ko3(k) is of order #, since
otherwise the indicated product is meaningless.

EXAMPLE 10. Given

1 2 3 4
4=15 6 7 8
2 4 6 8
over (), calcnlate
0 0 17 1 2 3 4 2 4 6 8
{a) Hz-A=|0 1 0]-|5 6 7 8|=|5 46 7 8
1 0 0] 2 4 6 8 1 2 3 4
-3 0 0 1 2 3 4 -3 -6 9 -1z
(b) H(-3)-4=| 01 0|-|56 7 8|=| 5 6 7 8
0 g 1 _2 4 6 8 2 4 & 8
1 ¢ 0 —4
1 2 3 4 1 2 3 1]
(©) A-Ky(-H=|5 6 7 8- 010 M s 67 12
L 001 0
2 4 6 8 2 4 6 0
0o 0 1
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Suppose now that Hy, Ho, ..., H; and K|, K>,..., K; are sequences of elementary transformations
which when performed, in the order of their subscripts, on a matrix A4 reduce it to B, i.e.,

Ho-...H, -H-A-K-Ky-...-K, =B
Then, defining S=H,-... - Hy - Hyand T = Ky - K5 - ...+ K;, we have

Now A and B are equivalent matrices. The proof of Theorem IX, which is the converse of Theorem VIII,
will be given in the next section.

Theorem IX.

If 4 and B are equivalent matrices there exist non-singular matrices S and 7 such that
S-4-T=28

As a consequence of Theorem IX, we have the following special case.

Theorem IX’. For any matrix 4 there exist non-singular matrices S and 7 such that § - 4 - 7' = N, the
normal form of 4.

EXAMPLE 11. Find non-singular matrices S and 7 over @ such that

1 2
S-A-T—S-|:3 8 2}-T—N, the normal form of 4.
4 9 -1

Using H21(73), H31(74), K21(72), K31(1), we find

1 2 -1 1 0 0
A4=13 8 2 |~|0 2 5
4 9 -1 01 3

Then, using Hy3(—1), we obtain

and finally Hsp{—1), K3{—2) yield the normal form

1 0 0
01 0
001

Thus, Hap(—1) - Hys(—1) - Hu{—4) - Hy1(—3)- 4 - Kn(—2)- K31{l) - K52{-2)

1 00 1 ¢ 0 1 0 0 1 0 0
=|0 1 0 01 —-1/9- 601 0|-]-=3 1 0| -4
0 -1 1 00 1 -4 0 1 0 01
1 -2 0 1 01 1 0 0
0 1 ¢ 01 0}- 60 1 -2
0 01 0 01 0 0 1
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An alternative procedure is as follows: We begin with the array

1 0 0

01 0

00 1

1 2 -11 00
I 38 2010
4 L =49 -1 0 0 1

and proceed to reduce 4 to [ In doing so, each row transformation is performed on the rows of six elements and
each column transformation is performed on the columns of six elements. Using Hyi{—3), Hu{—4); K:1(—2), K51(1);
Hys(—1); Hyz{—1); K33(—2) we obtain

1 0 0 1 0 0] 1 -2 1
0 1 0 g 1 0] 0 1 0
0 0 1 G 0 1 0 0 1
1 2 -1 1 0 ¢ 1 2 -1 1 0 0 1 0 0 1 00
3 8 201 0 o 2 5 =3 1 0 0 2 5 =3 1 0
4 9 -1 ¢ 01 — 0 1 3 4 01 — 0 1 3 =4 0 1
1 -2 1 1 -2 1 1 -2 5
0] 1 0 0] 1 0 0] 1 -2
0] a1 1] a1 0] 0] 1
1 G 0 1 0 1 d 0 1 0] 1] 1 0] 0] 1 0]
0] 1 2 1 1 -1 0] 1 2 1 1 -1 0] 1 0] 1 1 -1 TJr
- 0 1 3 4 0 1 — 0 g1 -5 -1 2 —- 0 0 1 -5 -1 2 = 1T §
and S-A4- T =1, as before. See also Problem 15.12.

15.11 INVERSES OF ELEMENTARY MATRICES

For each of the elementary transformations there is an inverse transformation, that is, a transformation
which undoes whatever the elementary transformation does. In terms of elementary transformations or
elementary matrices, we find readily

B, = H, K = Ky
Hy7\(k) = Hi(1/k) Ki™l(k) = K; (1/k)
H;; Y (k) = H;(—k) Ky (k) = Kiy(—k)

Thus, we can conclude the next two results.

Theorem X. The inverse of an elementary row (column) transformation is an elementary row (column)
transformation of the same order.

Theorem XI. The inverse of an elementary row (column) matrix is non-singular.
In Problem 15.13, we prove the following theorem.

Theorem XIH. The inverse of the product of two matrices 4 and B, each of which has an inverse, is the
product of the inverses in reverse order, that is,

(4-B)'=8"1.4"1

Theorem XII may be extended readily to the inverse of the product of any number of matrices. In
particular, we have

If S=H,-...-H,-H, then S '=H'. H 1. .. H
If T=K1-K ... K, then T_IZK}_I-...-KQ_l-Kl_l
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Suppose A of order m x n. By Theorem IX, there exist non-singular matrices S of order s and T of
order n such that §- 4 -7 = N, the normal form of 4. Then

A=SYSd: YT ' =81:N: T
In particular, we have this result:

Theorem XHI. 1If A is non-singular and if §- 4.7 =1, then
A=8".171

that is, every non-singular matrix of order # can be expressed as a product of elementary matrices of the
same order.

EXAMPLE 12. In Example 11, we have

S = Hyp{—1)- Hyzs{—1)- Hy(—4)- Hi(—3) and T = Kp1(=2) - K31(1) - K2{-2)

Then S = Hy 7 N(=3) - Hyy 1(—4) - Hys (1) - Ho N—1) = Hy(3) - Ha(4) - Ho5(1) - H(1)
1 00| [1 0o 1 0 0 00 1 00
=13 1 0 a1 0 0 1 1 ¢ 1 0, =13 2 1/,
0 0 1 4 0 1 0 0 1 a1 1 4 1 1

T71 :K32(2) K31(*1) K21(2)

(1 0 0] [1 0 -1 i
—lo 1 2]-lo1 of-|o1
00 1 00 1 0 0

00

21

11

— o O
o O =
]

2
1
0

Suppose 4 and B over F of order m x » have the same rank. Then they have the same normal
form N and there exist non-singular matrices Sy, 71; S3, T3 such that S147) = N = S, B87;. Using the
inverse §; ! and 73! of §; and 7} we obtain

A=8"1.84T) T '=8"" . $BL-N '=(S 7 - S)BT - Ty H)=S-B.T

1 2
and A=s5"1.771=|3 g 3
4 9

Thus, 4 and B are equivalent. We leave the converse for the reader and state the following theorem.

Theorem XIV. Twom x nmatrices A and B over F are equivalent if and only if they have the same rank.

1512 THE INVERSE OF A NON-SINGULAR MATRIX
DEFINITION 15.15: The inverse 4!, if it exists, of a square matrix 4 has the property

A-A_IZA_l'A:I

Since the rank of a product of two matrices cannot exceed the rank of either factor (see Chapter 14),
we have the theorem below.

Theorem XV. The inverse of a matrix 4 exists if and only if 4 is non-singular.
Let 4 be non-singular. By Theorem IX’ there exist non-singular matrices § and 7" such that
S-4-T=1 Then 4 = S~'.T-! and, by Theorem XII,

At=(st-TY'=T-¥§
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EXAMPLE 13. Using the results of Example 11, we find

I =2 % 1 0 0 =26 =7 12
At=T.5=1|0 1 2 (-1 1 -1 |= 11 3 -5
0 o 1 -5 -1 2 -5 -1 2

In computing the inverse of a non-singular matrix, it will be found simpler to use elementary row

transformations alone.
1 2 -1
A=13 8 2
4 9 -1

of Example 11 using only elementary row transformations.

EXAMPLE 14. Find the inverse of

We have
1 2 -1 1 0 0 1 2 -1 1 0 ¢ 1 2 -1 1 0 0
[47]=13 8 2061 0|~|0 2 5 =3 1 |~[0 1 3 4 01
|4 9 -1 0 0 1 G 1 3 -4 01 02 5 -3 10
1 0o —7 9 0 -2 1 ¢ 0 26 -7 12
~ [0 1 3 -4 0 IL|{~|0 1 0 11 3 5| =[T4Y
(000 -1 51 -2 0ol 5 -l j

See also Problem 15.14.

15.13 MINIMUM POLYNOMIAL OF A SQUARE MATRIX

Let 4 #0 be an n-square matrix over F. Since A4 € M,(F), the set {I, 4, 47, ...,A"z} is linearly
dependent and there exist scalars ag, a, ..., a,2 not all 0 such that

¢(A) =agf +a1 4+ Clez + e+ ClnzAnz =10

In this section we shall be concerned with that monic polynomial () € F[i] of minimum degree
such that m(4) = 0. Clearly, either m()) = ¢(1) or m()) is a proper divisor of ¢(i). In either case, m(i)
will be called the minimum polynomial of A.

The most elementary procedure for obtaining the minimum polynomial of 4 #£ 0 involves the
following routine:

(1) If 4 =aod, a, € F, then m()) =i — ap.
(2) If 4 #al for all a € F but 4> = a1 4 + apd with ay, a; € F, then m(}) = A% — qyh — ap.

(3) I A’ £ad+0bI for all abe F but A* = @A’ + ayd +ayl with ay,ay,a; € F, then m(l) =
PN, S
A Ay i arh — ag,

and so on.

EXAMPLE 15. Find the minimum polynomial of

over ().
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Since 4 # apd for all ay € @, set

(9 &8 8 2 2 1 00
AA=18 9 8 | =g|2 1 2|+ag|0 1 0
|8 8 9 % 1| 001
(o 4+a 2m 2a ]
= 2ay ay + a 2ay
| 2m 2 a + ap |

After checking every entry, we conclude that 42 = 4.4 4 57 and the minimum polynomial is A2 — 44 — 5.
See also Problem 15.15.

Example 15 and Problem 15.15 suggest that the constant term of the minimum polynomial of 4 #£ 0
is different from zero if and only if' 4 is non-singular. A second procedure for computing the inverse
of a non-singular matrix follows.

EXAMPLE 16. Find the inverse 4!, given that the minimum polynomial of

— D
L 1

{(see Example 15) is 2> — 4% — 5.
Since A% — 4.4 — 57 = 0 we have, after multiplying by 41, 4 — 45 — 54! = 0; hence,

y —3/5  2/5 25
AV =——an=| 2/5 =3/5 25
3 215 2/5 —3/5

15.14 SYSTEMS OF LINEAR EQUATIONS

DEFINITION 15.16: Let JF be a given field and x;, x5, ..., x, be indeterminates. By a /inear form over
JF in the # indeterminates, we shall mean a polynomial of the type

ax) +bxs +--- 4+ pxy

in which a,b,...,p € F.
Consider now a system of m linear equations

anxi + anpx: + -+ dmxy =M
anxi+ anx; + -+ GOuxy = 1%

A1 X1 + A X2+« 00+ ApwXn = hm

in which both the coefficients «;; and the constant terms /; are elements of F. It is to be noted that
the equality sign in (7) cannot be interpreted as in previous chapters since in each equation
the right member is in F but the left member is not. Following common practice, we write (7) to
indicate that elements #y,#;,...,7, € F are sought such that when x; is replaced by #;, (i = 1,2,...,n),
the system will consist of true equalities of elements of F. Any such set of elements r; is called a
solution of (7).

Denote by

A=layl.i=12,....m; j=12,...,n)
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the coefficient matrix of (7) and by S = {51, 52, ceas §m} the set of row vectors of 4. Since the é?f are vectors
of I7,(F), the number of linearly independent vectors in S is » < . Without loss of generality, we can
(and will) assume that these » linearly independent vectors constitute the first » rows of A since this
at most requires the writing of the equations of (7) in some different order.

Suppose now that we have found a vector g = (#1,#9.....7,) € F,(F) such that

51'[3:”!1,%-2'/3:”!2,...,ér'[?)):hy

Since each é}, (i=r+1,742,...,m) is a linear combination with coefficients in F of the r linearly
independent vectors of A4, it follows that

§r+1'5:hr+1:§r+2'n_o):hrJrZ)"-)gm'.B:hm (8)

and x; =, X2 =#9,...,x, =¥, 18 a solution of (7) if and only if in (§) each A; is the same linear
combination of 7y, /;..... 5 as £, is of the set £, &,, ..., &, that is, if and only if the row rank of the
augmented matrix

an d12 - awm M

a  an - awm o
[4 H] =

1 Ay b Apin hm

is also r.
We have proved the following theorem.

Theorem XVI. A system (7) of m linear equations in # unknowns will have a solution if and only if the
row rank of the coefficient matrix 4 and of the augmented matrix [4 ] of the system are equal.

Suppose 4 and [4 H] have common row rank » <z and that [4 H] has been reduced to its row
canonical form

0 <o 0 e cieyr oo i ki
0 0 0 crpe1 g2 o0 0w ko
1 Crorkl Cror42 00 O kr
0 0 0 e 0 0
(00 0 -0 0 0 - 0 0]

Let arbitrary values s,.1, 5,00, ...,8; € F be assigned to x,.1, Xpy0,..., Xy then

¥r =&y~ g - Sipr— Cras il — v —Opi S
X0 =Ky — €241 Spp1 — €242 Sp2 — - — Con - S
Xy :kr =Gl Sl — Cr gl S — ot — Cpn v S

are uniquely determined. We have the result below.

Theorem XVI'. 1In a system (7) in which the common row rank of 4 and [4 H]isr < n, certain # — r of
the unknowns may be assigned arbitrary values in F and then the remaining » unknowns are uniquely
determined in terms of these.
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15.15 SYSTEMS OF NON-HOMOGENEOUS LINEAR EQUATIONS

We call (7) a system of non-homogeneous linear equations over F provided not every ; = 0. To discover
whether or not such a system has a solution as well as to find the solution (solutions), if any, we proceed
to reduce the augmented matrix [4 7] of the system to its row canonical form. The various possibilities

are illustrated in the examples below.

EXAMPLE 17. Consider the system

over (). We have

1 2 -3 11 2 11 1 B =% 1
[4 H=2 -1 2 -1 1|~|0 =5 -3 -1 |~|0 —5 8 —3
4 3 —4 1 2 0 —5 -3 -2 0 0 0 0
Although this is not the row canonical form, we see readily that
rqg= 2awid= F[A H]
and the system is incompatible, i.e., has no solution.
EXAMPLE 18. Consider the system
X1 +2X2 — X3 = —1
3x1+8x2 +2x3 =28
4X1 “1’9){?2 — X3 = 14
over @). We have
M 2 =1 =1 1 2 —1 1 2 =1 =1
[AH=[3 8 2 28 |~ |0 2 31 6 1 3 18
|4 9 -1 14 0 1 18 a0 2 5 31
1 o0 -7 —-37 1 0 -2
~ |0 1 3 01
000 -1 -5 00
Here, r4 = rp4 g = 3 = the number of unknowns. There is one and only one solution: x; = —2,x) = 3,x3 = 5.
EXAMPLE 19. Consider the system
X1+XZ+X3+X4+X5 =3
2%1+3X2+3X3+X4 — X3 =0
—X1 +2X2— SX3 +2X4 — X5 = 1
3%1 —X2+2X3 —3)64 —2)65 =—1
over @). We have
1 1 1 1 3 1 1 1 1 1 3
4 2 3 3 1 -1 0] 0 1 1 -1 =3 —6
et ot | oy -5 2 -1 1 0 3 -4 3 0 4
3 -1 2 -3 =2 -1 0 -4 -1 -6 -5 -10

X1+2X2—3X3 +X4:1

2)61— X2+2X3—X4:1
4x1+3x —dxs +x4=2
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L0 o0 2 4 9 1o o 2 4 9
01 1 -3 6 01 1 -1 -3 6
“loo -7 & 9 2|7 oo -1 —14 —25 —46
00 3 -10 —17 34 00 3 —10 —17 —34
100 2 4 9 100 2 4 9
011 -1 -3 -6 01 0 —15 —28 —32
“lo o1 14 25 46| oo 1 14 25 46
0003 10 —17 34 000 -5 -9 —172
100 2 4 9 1 000  6/13 31/13
01 0 —15 -28 5 0 1L 0 0 —19/13  —31/13
“lo o1 14 2 46| o o1 0 313 413
000 0 1 2313  43/13 0 00 1 2313 43/13

Here both 4 and [4 H] are of rank 4; the system is compatible, i.e., has one or more solutions. Unlike the system
of Example 18, the rank is less than the number of unknowns. Now the given system is equivalent to

X1 -‘r%%g = 31/13

X2 *%XS = *31/13

X3 +%xs = *4/13

X4 —&—%xs =43/13
and it is clear that if we assign to xs any valne r €@ then x;1 =31 —6r/13,x2 ={(=314+19)/13,x3 =
(—4 —3r)/13,x4 = (43 —23r)/13, x5 = r 18 a solution. For instance, x; = 1, xo =2, x3 = —1l, x4 = —2,xs =3 and

x1 =31/13,x0 = —31/13, x3 = —4/13, x4 = 43/13, x5 = ( are particular solutions of the system.
See also Problems 15.16 15.18.

These examples and problems illustrate the next theorem.
Theorem XVII. A system of non-homogeneous linear equations over F in » unknowns has a solution
in F if and only if the rank of its coefficient matrix is equal to the rank of its augmented matrix.
When the common rank is », the svstem has a unique solution. When the common rank is # < u, certain
n —r of the unknowns may be assigned arbitrary values in F and then the remaining » unknowns
are uniquely determined in terms of these.

When m = » in system (7), we may proceed as follows:

() Write the system in matrix form

an diz cc- din X1 n
ay @y - o x| |
(245 [25%] R 7) Xn hn

or, more compactly, as 4 - X — H where X is the n x 1 matrix of unknowns and ¥ is the # x 1
matrix of constant terms.

(ii) Proceed with the matrix 4 as in computing 4!, If, along the way, a row or column of zero elements
is obtained, 4 is singular and we must begin anew with the matrix [4 H] as in the first procedure.
However, i’ 4 is non-singular with inverse 4, then 4 (4 - X)=A4"' Hand X =4 . H.

EXAMPLE 20. For the system of Example 18, we have from Example 14,

26 —7 12
A= 11 3 =35 |;
—5 0, 2
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X1 —26 —7 12 =il —2
then Y=|x |=4t-H=| 11 3 —5|-|28|=| 3

X3 -5 -1 2 14 5
and we obtain the unique solution as before.

15.16 SYSTEMS OF HOMOGENEQOUS LINEAR EQUATIONS

We call (7) a system of homogeneous linear equations, provided each i = 0. Since then the rank of the
coefficient matrix and the augmented matrix are the same, the system always has one or more solutions.
If the rank is n, then the irivial solution x|, = xo = - -- = x, — 0 is the unique solution; if the rank is » < #,
Theorem XV’ ensures the existence of non-trivial solutions. We have the following result.

Theorem XVIHI. A system of homogeneous linear equations over JF in # unknowns always has the
trivial solution x; = x, — -+~ = x,, = 0. If the rank of the coefficient is #, the trivial solution is the
only solution; if the rank is » < n, certain # — r of the unknowns may be assigned arbitrary values in F
and then the remaining » unknowns are uniquely determined in terms of these.

EXAMPLE 21. Solve the system

X1 o 2x2 — X3 = 0]
3x+8x+2x = 0 over ().
4x1 +9x —x3 = O

By Example 18, 4 ~ 5. Thus, x; = x; = x3 = 0 is the only solution.

EXAMPLE 22. Solve the system

X1 S X3 Bii X3 -+ X4 = 0
le -+ 3)(32 - 2)(33 - X4 = 0 aover @
3%1 + 4%2 + 3)63 + 2)64 = 0
We have
1 1 1 1 1 1 1 1 1 0 1 2
4=12 3 2 1|~ 1 0 -1 |~(0 1 O —1
3 4 3 2 d 1 0 —1 g ¢ 0 0]
of rank 2. Setting x3 = s, x4 = ¢ where 5, € @, we obtain the required solutions as: x; = —s — 24, x3 =1,
X3 = §,X4 =1 See also Problem 15.19.

15.17 DETERMINANT OF A SQUARE MATRIX

To each square matrix 4 over F there may be associated a unique element a € F. This element a,
called the determinant of 4, is denoted either by det 4 or |4|. Consider the n-square matrix

an diz diz e g
dy dyy dyz - dpy
A= |ay azm a3 - day
[275] dy2 A3 e nn

and a product

a1y Ay A3jy - - - iy,
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and # of its elements selected so that one and only one element comes from any row and one and only
one element comes from any column. Note that the factors in this product have been arranged so that
the row indices (first subscripts) are in natural order 1,2, 3,...,n The sequence of column indices
(second subscripts) is some permutation

2= (J1.02: ]380+« 2Jn)

of the digits 1,2.3,...,#n. For this permutation, define ¢, = 41 or —1 according as p is even or odd and
form the signed product

(Cl) Ep aljl d2j2 CI3J,‘3 —_— Clnjn
The set S, of all permutations of # symbols contains n! elements; hence, »! distinct signed products of the

type (@) can be formed. The determinant of 4 is defined to be the sum of these #! signed products (called
terms of |A4]), i.e.,

() 4| = E €01, 2,035, - - - Ay, Where the sum is over S,.
EXAMPLE 23.
{a)
: ayp app
(i) = €1pa1dy) + €21013dy1 = d11dy — d1pd)
ay ap

Thus, the determinant of a matrix of order 2 is the product of the diagonal elements of the matrix minus the product
of the off-diagonal elements.

(i)

a;p Mz 3
a1 dy (s | = €1pdndndss + €satadsn + €13d12d21 333
a31 33 (33
+ €231410003431 + €312a13021d32 + €31d1332203]
= @11022033 — @11a23032 — 12021033 + d12a23031 + d13021037 — d13022403]

= a1fanass — m3osz) — afaziosy — axosr) + apleian — aposy)

37 a3 31 a3 " 231 dg
=11 — 12 13
a3z a3 asy diz 3] 3
az a3 a1 33 y  ap
141 142 143
=(=D"ay +i{=0"""an +i{=1)""as
a3z ds3 a3 33 a3 a3

called the expansion of the determinant along its first row. If will be left for the reader to work out an expansion
along each row and along each column.

15.18 PROPERTIES OF DETERMINANTS

Throughout this section, 4 is the n-square matrix whose determinant |4| is given by (b) of the preceding
section.
The next three theorems follow easily from ().

Theorem XIX. 1If every element of a row (column) of a square matrix A is zero, then |4| = 0.
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Theorem XX. 1If 4 is upper (lower) triangular or is diagonal, then | 4| = ay1anass- - -ay, the product of
the diagonal elements.

Theorem XXI. If B is obtained from 4 by multiplving its ith row (ith column) by a non-zero scalar &,
then |B| = k| A4|.

Let us now take a closer look at (a). Since p is a mapping of § = {1,2,3,...,#} into itself, it may be
given (see Chapter 1) as

pilp=nh, 2p =ja. 3p=Ja, . HP = Jn
With this notation, (&) takes the form
(@) €pll], 1p02,2p03,3p . .y np

and (b) takes the form

7
(&) |[4]| = E €01, 102,203, 35 + + - A, np
where the sum is over §,. Since S, is a group, it contains the inverse

,071 :j1P71 = 1).)1‘2)071 = 2).)1‘3.071 = 3)' e ':jﬂnﬁrl =i

1

of p. Moreover, p and p~ are either both odd or both even. Thus (&) may be written as

€ 1d;

o Bt @

o e G

and, after reordering the factors so that the column indices are in natural order, as

(CI”) epqa]pq’ 1.:12,071,2613,071:3- E -anpq:n
and (b) as
(bﬂ) |A| = Zép—lalp—l, 1625-1 2035-1 3" * lypl g

where the sum is over S,. For each square matrix 4 = [a;], define transpose A, denoted by 47, to be the
matrix obtained by interchanging the rows and columns of 4. For example,

ay diz 3 ayp dy o ds
when A= dyy dyy  dyg then AT = | &1 dyy drp
ds1  dsp  d33 diz  dyz  dsz

Let us also write 4" = [a ], where a [ = a; for all i and j. Then the term of |A”|

A T
Epdl,jy 2, A3y v odn - = €pdy 1y, 2dy, 300y g
= €pp, 1020,203p, 3 “lpp n
is by (") a term of |A|. Since this is true for every p € S,, we have proved the following theorem.
Theorem XXII. 1If A7 is the transpose of the square matrix 4, then |A7| = |4].

Now let 4 be any square matrix and B be the matrix obtained by multiplying the ith row of 4 by a non-
zero scalar k. In terms of elementary matrices B = H;(k) - 4; and, by Theorem XXI,

|B| = |H(k) - A| = k|A]
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But |Hi(k)| = k; hence, |H{k)- A| = |H{k)| - |4|. By an independent proof or by Theorem XXII, we
have also

|4 - K (B)| = 14| - | Kk

Next, denote by B the matrix obtained from 4 by interchanging its ith and jth columns and denote
by 7 the corresponding transposition (Z,7). The effect of 7 on (a”) is to produce

1
(a”) Eor, 1pr a2, 20783 307 A mpr
hence, |B| = E €z, 1072, 20r 3 307 " * " Ay mpr

where the sum is over S,. Now, ¢ — pr € S, is even when p is odd and is odd when p is even; hence,
€, = —€,. Moreover, with 7 fixed, let p range over S,; then ¢ ranges over S, and so

|B| — Zeaal, 102, 2503 35 Uy ne — _lAl

We have proved the theorem below.

Theorem XXIII. If B is obtained from 4 by interchanging any two of its rows (columns), then
|B] = —|Al.

Since in Theorem XXIII, B =4 - K;; and |K;;| = —1, we have |4 - Kj;| = |4] - |K;;| and, by sym-
metry, |H;; - 4| = [Hy| - |4].
The next theorem follows readily, excluding all fields of characteristic two.

Theorem XXIV. [If two rows (columns) of A are identical, then | 4| = 0.
Finally, let B be obtained from A4 by adding to its ith row the product of & (a scalar) and its j th row.
Assuming j < i, and summing over S,. we have
1Bl =) €ttt 157y @i, (=13 ip + Kt jo)i11, G410 + g
= Zepal,lpal,lpal 3ol mp
+ Y oo ot 1,6 kA o)A 1 En g

= |4 +0 = |4| (using (&) and Theorems XXI and XXIV)

We have proved (the case j > i being left for the reader) the following result.

Theorem XXV. If B be obtained from 4 by adding to its ith row the product of & (a scalar) and its jth
row, then |B| = |4|. The theorem also holds when row is replaced by column throughout.

Since, in Theorem XXIV, B = Hi{k)- A and |Hy(k)| = |[{| =1, we have
|Hyk) - Al = |Hy(k)| - |A]  and |4 Ky(k)| = | 4] - |Ky(k)|.
We have now also proved

Theorem XXVI 1If 4 is an n-square matrix and H(K) is any wm-square elementary row (column)
matrix, then

|H - Al =|H| |4]  and |4 K| =|4]-|K]
By Theorem IX’, any square matrix 4 can be expressed as

(©) A=F" B BN BT B
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Then, by repeated applications of Theorem XXVI, we obtain

Al = |1 Y- 1B HTV N KT BT
—H Y N T BT Nk R R

=H " L TN KT K

If 4 is non-singular, then & = [ and |N| = 1; if 4 is singular, then one or more of the diagonal elements
of Nis 0 and |¥| = 0. Thus, we have the following two theorems.
Theorem XXVII. A square matrix A is non-singular if and only if |4| # 0.

Theorem XXVIIL If A and B are n-square matrices, then |4 - B| = | 4] - |B].

15.19 EVALUATION OF DETERMINANTS
Using the result of Example 23(i#), we have

s = of Yoo Lol
: j g - (1)\7 8|_(2)\5 8\+(3)|5 7|

(40 — 42) — 2(32 — 30) + 3(28 — 25)
= —2-4+9=3

The most practical procedure for evaluating | 4| of order # > 3, consists in reducing A to triangular
form using elementary transformations of the types Hy;(k) and K;(k) exclusively (they do not disturb
the value of |4|) and then applying Theorem XX. If other elementary transformations are used,
careful records must be kept since the effect of H;; or K, is to change the sign of | 4| while that of H.(k)
or K(k) is to multiply |4| by k.

EXAMPLE 24. An examination of the triangular forms obtained in Example 6 and Problem 15.8 shows that while
the diagonal elements are not unique, the product of the diagonal elements is. From Example 6{a), we have

12 3 (1 2 3 |1 2 3
Al=14 5 6|=|0 =3 6|=|0 =3 —6|=(I(-3¢-1)=3
57 8 o =3 -7/ |0 0 -1

See also Problem 15.20.

Solved Problems

15.1. Find the image of § =(1,2,3,4) under the linear transformation

1 -2 0 4

2 41 -2 o
A=14 1 5 1 of V(@) into itself.

1 2 0

%'A:S[J-"l }72 373 174]:(5'171,5'J72,§'J7335'374)
=(9,15,25, - 3) See Problem 14.15, Chapter 14.
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15.2. Compute 4 - B and B- 4, given

L
A=|2|andB=[4 5 6]

3
1 1-4 1-5 1-6 4 5 6
4-B=|2|-[4 5 6]=|2-4 25 26 |=| 8 10 12
3 3-4 3.5 3-6 12 15 18
1
and B-4=[4 5 6]-[2|=[4-145-246-3]=[32]
3
15.3. When
[ W 21 0 -1
A= _— | and B=]1 3 =2 g, find A - B.
¢ 1 -1 -1
4.p_[2T2 1+6-2 —442 -1+2]_[4 5 -2 1
L6 3+1 -1 -3-1]"16 4 -1 —4

15.4. Show that the linear transformation

1 220

256 3 1|, 5 A 5 ;
38 4 2|10 F4(R) is singnlar and find a vector whose image is 0.
2 71 3

Using in turn Hz (—2), H31(=3), Hy1{=2); H13(=2), H3p(—2), Hyp(—3), we have

1220 1 2 20 10 4 -2
25 3 1 001 —1 1 01 -1 1
3842 7 lo2 227oo o o
2 ¥i 3 03 -3 3 00 0 0

The transformation is singular, of rank 2.

Designate the equivalent matrices as 4, B, C, respectively, and denote by 5, 5,, Bs, 54 the row vectors of 4,
o= M-

by 7,5, . 85, By the row vectors of B, and by 5,", 5", 85", 8,” the row vectors of C. Using the moves in
order, we have

- ! - - -/ - - -/ - -
/= pi—2p, P3 = p3s—3p, M= pa—2p
- M - -/ - A -t -t - A -t -t
A1 = pn—2p, A3 = & —2p, P4 = P4 =3k
Now
.33” = ;33] - 2;32] = (,33 - 3,81) - 2(52 - 251) = ,83 - 2,32 + ,81 =0
while

- M -

Pa' = Ba =35 =By 2800 — 3By —2B1) =By — 3+ 45, =0

Thus, the image of 5: (1, —2,1,0) is 0; also, the image of 7= (4, —3,0,1) is 0. Show that the vectors
whose images are 0 {ill a subspace of dimension 2 in Fi([R).
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15.5. Show that the linear transformation

is non-singular.

e
I
W =
[ I
T )

We find
1 2 3 ! 2 3 1 2 3
A=12 1 3|~|0 =3 =3 |~|[40 1 1
3 21 L0 —4 -8 0 —4 —38
1 0 17 I o1 1 o0
~ 0 1 I{~|0 1L 1L |~|0 1 0|=8B
¢ 0 —4 0 0 1 g 01

The row vectors of 4 are linearly independent; the linear transformation 4 is non-singnlar.

15.6. Find the rank of the linear transformation

1 2 2 4 2
A=1|2 5 3 10 7 of T3(I%) into Fs(I¥).
35 7 10 4
We find
1 22 4 2 1 2 2 4 2
A=12 5 3 10 7|~ 1 —1 2 3
3 5 7 10 4 =] 1 -2 -2
I o0 4 0 —4 1 0o 4 00
~ 10 1 -1 3|/~|0 1 -1 2 0|=8B
g 0 g 0 1 0 0 0 0 1

The image vectors are linearly independent; ry = 3.

15.7. From the set
{(2: 5: 0: - 3): (3: 2: 1: 2): (15 2: 1: 0): (5: 6: 3: 2): (1: - 2: - 1: 2)}
of vectors in V4(R), select a maximum linearly independent subset.

The given set is linearly dependent (why?). We find

2 5 0 -3 0 1 -2 -3
3 2 1 2 0 -4 -2 2
4=11 2 1 0]~11 2 1 0
5 6 3 2 0 -4 -2 2
1 -2 -1 2 0 -4 -2 2

61 -2 -3 01 -2 -3 g 1 0 -1

0 0 —-10 -—-10 0 0 1 1 0 0 1 1

~ 1 0 5 6 | ~|[1 0 5 6| ~(1 0 0 1| =58
0 0 —-10 -—-10 0 0 —-10 -10 0 0 0 0
0 o -10 -10 0 0 -10 -10 0 0 0 0

[CHAP. 15
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From an examination of the moves, it is clear that the first three vectors of A4 are linear combinations
of the three linearly independent vectors of B {check this). Thus, {(2,5,0, —3),(3,2,1,2),(1,2,1,0)} is a
maximum linearly independent subset of 4. Can youn conclude that any three vectors of 4 are necessarily
linearly independent? Check your answer by considering the subset (1,2,1,0),(5,6,3,2),{1, —2, — 1, 2).

15.8. By means of elementary column transformations, reduce

to upper triangular, lower triangular, and diagonal form.

Using K13(—2/3), K2a(—5/6); K1a(1), K23{—1/24), we obtain

1 2 3 ~1 =19 3 —3/2 —5/8 3
A=|4 5 6|~ 0 0 6|~ 0 —1/4 &
5 7 8 ~1/3  1/3 8 0 0 8

which is upper triangular. Using K5(—2), K51(—3); K52(—2) we obtain

1 2 3 1 0 0 1 0 0
A=14 5 6|~|4 -3 —6|~|4 -3 ¢
5 7 8 5 -3 —7 5 -3 -1

which is lower triangular. Using K;:1{—2), K51{—3), K52(=2); K13(5), K53(—3); K1»(4/3) we obtain

1 0 0 1 0 0 1 0 0
A4~14 =3 0|~|4 =3 0 |~|0 =3 0
5 =3 -1 0 0 -1 0 +0 -1

which is diagonal.

15.9. Prove: Any non-zero matrix 4 over F can be reduced by a sequence of elementary row
transformations to a row canonical matrix (echelon matrix) C having the properties:

(/) Each of the first r rows of C has at least one non-zero element; the remaining rows, if any, consist

entirely of zero elements.

(i) Inthe throw (i =1,2,...,r) of C,its first non-zero element is 1, the unity of F. Let the column in which
this element stands be numbered j,.

{iiiy 'The only non-zero element in the column numbered j; (i = 1,2, ...,r) is the element 1 in the ith row.

(v) jr<ji<-jn

Consider the first non-zero column, mmmber j;, of 4;
(@) Ifay #0, use Hl(alffl) to reduce it to 1, if necessary.
(5) If ay;, =0 but a, # 0, use Hy, and proceed as in ().

(¢) Use transformations of the type H; (k) to obtain zeros elsewhere in the j; column when necessary.

If non-zero elements of the resulting matrix B occur only in the first row, then B = C; otherwise, thereis a
non-zero element elsewhere in the column numbered j > ji. If b, # 0, use Hy(by,™1) as in {&) and proceed
as in {c); if &y, = 0 but &, # 0, use Hy, and proceed as in (@) and (c).

If non-zero elements of the resulting matrix occur only in the first two rows, we have reached C; otherwise,
there is a column numbered j3 > j» having non-zero element elsewhere in the column. If ... and so on;
ultimately, we must reach C.
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15.10. Prove: The row rank and column rank of any matrix 4 over F are equal.

Consider any m x n maftrix and suppose it has row rank r and column rank s. Now a maximum linearly
independent subset of the column vectors of this matrix consists of s vectors. By interchanging columuns, if
necessary, let it be arranged that the first s columns are linearly independent. We leave for the reader to show
that such interchanges of columns will neither increase nor decrease the row rank of a given matrix. Without
loss in generality, we may suppose in

. di o iy syl 0 g
L2303 N v 1 S < A R <11
A=
Ay ey - gy Oyep1 0 g
Ll w2 - Gmy Gmetl -0 Qmn |
the first s column vectors 71, ¥, ..., ¥, are linearly independent, while each of the remaining n — s column

vectors is some linear combination of these, say,
= - - =
Vo = Ca¥y teayy +--+eony, (=12,...n—y3)
with ¢;; € F. Define the following vectors:
" o -
pr =A@, a1, .., 015), f2 = {021,022, - -, G26)s - - - Lo = (Dl a2 - - - 5 D)
and
- " -
T1 = @11, 01, - -, Gey1, 1,02 = (@12, 022, - By 1,2 )y - -+, O = (@l B2y - - -, Bsy 1)

Since the 4’s lie in a space V{F), any s+ 1 of them forms a linearly dependent set. Thus, there exist scalars
b1, by, ..., by in F not all 0 such that

bipy + bapy -+ b1 B = (bran + baasy + -+ bepag 1, bian + baan + -

+ b2, -, iay + ay -+ Baage )
=(E-51,E-82..,E-8) =0

where 7 = (0,0,...,0) = 0 is the zero vector of V,{F) and 5: (b1,62, ..., bgp1). Then
§-61=£-Gy=--=£-5,=0
Consider any one of the remaining 5°s, say,

5
Tapk = (01 otk O siks - - -5 Dd 1, 54k)
= (cxaan + cratin + - - -+ Cellyg, Crial T Cxothy + - - -+ Cellyg, - - -,

Cr1ls41,1 T Cratler 1,2 + - - Cre B )

Then -Gk = il - B + ol -F) + -+ eelE-F) =0

Thus, any set of s+ 1 rows of 4 is linearly dependent; hence, s < r, that is,

The column rank of a matrix cannot exceed its row rank.
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To complete the proof, we must show that r < 5. This may be done in either of two ways:

(i) Repeat the above argument beginning with 4, having its first » rows linearly independent, and concluding
that its first r + 1 columns are linearly dependent.
(if)y Congsider the transpose of A

iy dyp ccs o
4T — [T <50 B %)
Iy thy - ey

whose rows are the corresponding columns of 4. Now the rank of A7 is s, the column rank of 4, and the
column rank of 47 is r, the row rank of 4. By the argument above the column rank of 47 cannot exceed its
row rank; i.e., r < 3.

In either case we have r = 5, as was to be proved.

15.11. Reduce

R
I
= o W
I
who— 2
— s 2
2 n
—

over R to normal form.

First we use Hy;{(—1) to obtain the element 1 in the first row and first column; thus,

3 2 3 4 5 1 3 -1 -1 4
A=12 -1 4 5 1j~12 -1 4 5 1
4 8 1 2 =3 4 ot 1 2. =5

Using Hz1(—2), H31(—4), K31(—3), K31(1), K41{1), Ks1{—4), we have

1 0 0 0 0
A4~10 =7 6 7 7
60 -7 5 6 19

Then using Haa(—1), Ko{—1/7), K32{—6), Ki2{—7), Ks2(7), we have

1 o 0 0 0
A~10 1 0] 0] 0
a0 -1 -1 -12
and finally, using Hs{—1), Ky3{—1), Ks:{—12),
I ¢ ¢ 0 ¢
4A~10 1 0 0 0
0o 1 00
15.12. Reduce
1 1 1 2
A= |:2 I -3 —6}
3 3 1 2

over R to normal form & and find matrices S and T such that §- 4 -7 = N.
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We find
I o 0 0 1 0 0 0
0 1 0 0] 0 1 0 0
00 1 0 0o o 1 0
0 0 0 1 0 0] 0 1
1 1 1 21 0 0 1 1 1 2 1 0 0
I 21 =3 -6 0 1 0 0 -1 -5 —-10 =2 1 0
4 K= 3 3 1 2001 — 0 0 -2 —4 =3 0 1
I -1 -1 =2 I -1 -1 =2
0 1 0] 0 0 1 0 0]
0 0 1 0 o o 1 0
0o o 0 1 0o 0o 0 1
1 0 0 0 1 0 0 1 0] 0] 0 1 0 0]
0 -1 -5 —-10 =2 1 0 0 1 5 10 2 -1 0
— 0 0 -2 —4 -3 01 — 0 0] 1 2 372 0 —1/2
I -1 -1 =2 e | 0
0 1 0 0 0 1 00
0 0 1 0 0 0 I =2
0o 0o 0 1 0 0o 0 1
1 0o o 0 1 0 0 1 0o 0o 0 1 0 0
0 1 0 0o -11/2 -1 5/2 0 1 0 0 -11/2 -1 5/2 T
-0 ¢ 1 2 32 06 -12 - 06 0 1 O 32 0 —-1/2 =NS§
Lo o o 1 0 o
Hence, S=1-11/2 -1 5/2 and T =
32 0 —1/2 ool =2
0 0 0] 1

15.13. Prove: The inverse of the product of two matrices 4 and B, each of which has an inverse,
is the product of the inverses in reverse order, that is

(4-Bylt=p1.471
By definition, (4-B)"'-{4-B)=(4-B)(4 - B! =TI Now
(Bl A . (4-By=BY4 - DHB=B"-T-B=F1.B=1]
and (A-BYB - A H=A(B- B4 =4-471 =7
Since (4 - B)™! is unique (see Problem 15.33), we have (4 - By 1 =B~ . 47

15.14. Compute the inverse of

1 2 4
4=13 1 ¢ over Zs.
2 21
We have
1 2 4 1 0 0 1 2 41 0 0 1 2 41 0 0
[45]l=(3 1 0 01 0|~|0 0 3 21 |~|0 3 3 3 01
221 0 01 0 3 3 3 01 00 3 2 1 0
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1 2 4 1 00 1 0 2 4 0 1 1 o 01 1 1
~/0c 1110 2|~|0111¢02~]0102 32
G 01 4 20 G 01 4 2 0 G 01 4 20
1 1 1
and AT=12 3 2
4 2 0
15.15. Find the minimum polynomial of
1 1 1
A=10 2 0 over [R.
1 1 1
Clearly, 4 # ayd for all ay = R. Set
2 4 2 1 1 1 1 0 0 a1+ ag ai 23}
A2=]|0 4 0|=a|0 2 0| +a|0 1 0 = 0 2a+a 0
2 4 2 1 1 1 ¢ 0 1 (251 (431 a) + dp
which is impossible. Next, set
(4 12 4 2 4 2 1 1 1 1 0 0
AA=|0 8 0|=m|0 4 0| +a:|0 2 0|+a|0 1 0
L 12 4 2 4 2 1 1 1 0 0 1
[ 202+ a1 + ag day + a: 2m+m
= 0 4a2+2a1+a0 0
2612 +a 4&2 + a1 2&2 +a; +dag
2a2+a1+ag:4
From day +ay =12, we obtain  ay = 0,8, = —4.a; = 4.

2a0+a1 =4
After checking every element of 42 and noz before, we conclude m(h) = 2> — 442 - 44

15.16. Find all solutions, if any, of the system

ZX1+ZXQ+3X3 +X4 = 1
3x1 —x2+x3+3x4 = 2
—2%1+3X2—X3—2X4 = 4
X1+SXQ+3X3*3)C4 = 2
2x1+ Tx2 4+ 3x3 — 2x4 8
over R.
We have
2 2 3 1 1 1 5 3 -3 2 1 5 3 -3 2
3 —1 1 % 32 3 -1 1 32 0 —16 -8 12 —4
[4 Hl=| -2 3 -1 -2 4 |~]-=-2 3 — -2 4 |~ |0 13 5 —8 8
3 -3 2 3 3 11 0 -8 -3 7 -3
2 7 % -5 8 5 7 3. B 0 -3 -3 4 4
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1 5 3 -3 2 1 0 1/2 3/4 3/4 1 0 172 3/4 3/4
0 1 1/2 -3/4 1/4 0 1 12 —3/4 1/4 01 172 —3/4 1/4
~l0 13 5 -8 8|~|00 -3/2 /4 19/4|~|0 0 1 ], =
0 -8 -3 7 -8 0 0 1 1 -1 0 0 —3/2 7/4 19/4
0 -3 3 4 4 0 0 —3/2 /4 19/4 0 0 0 0 0
10 0 1/4 5/4 1 00 174 5/4 1 600 1
0 1 0 —5/4 3/4 01 0 —5/4 3/4 0100 2
~l0 01 1 —1|~|0 01 1 211 |~|0 0 1 0 -2
0 0 0 13/4 13/4 000 11 0001 1
(0 00 0 0 00 0 0 0 0000 0

Both 4 and [4 H] have rank 4, the number of unknowns. There is one and only one solufion:
X1 = I,XQ = 2,)63 = *2,X4 =]

Note. The first move in the reduction was Hyy. Its purpose, to obtain the element 1 in the first row and
column, could also be realized by the nse of H; (%).

1

4

5

3

6

4
over Z; to normal form.

Using H;(5); Hu(l), H3{(3); Hip(4), H3(3); Ha(3); Hiz(1), Hi3(5), we have

15.17. Reduce 3
)
2

|’3211 |’1351 [135—‘ 1 0 & 1 0 & 1 0 0
6 5 4|~186 5 4| ~101 2|~(0 1 2|~10 1 2|~]10 1 0
{4 2 5J {4 2 5J {0 4 6J 00 5 00 1 00 1
15.18. Find all solutions, if any, of the system
X1+ 2x3 + x3+ 3x4 = 4
ZX1+XQ+3X3+2)C4 = 1
2x2+x3+x4 = 3
3Ixi+x2+3x3+4dxy = 2
over Zs.
We have
1 2 1 3 4 1 21 3 4 1 2 1 3 4 1 00 2 1
[AH]*21321 0 21 1 3 ¢ 1 3 3 4 0 1 3 3 4
“lo 211 3 0 21 1 3 ¢ 2 1 1 3 0 0 0 0 0
31 3 4 2 0 0 0 0 0 ¢ 0 0 0 0 0 0 0 0 0

Here, ry = 4 = 2; the system is compatible. Setting x3 = s and x4 = ¢, with s, ¢ € Zs, all solutions are
given by

x1=14+3tx0=4+25+2t,x3=85,x4 =1

Since Zs is a finite field, there is only a finite number {find it) of solutions.
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15.19. Solve the system
2)61 + X2 + X3 = 0
X1 + x3 = 0
2x2 + x3 = 0
over Zi.
We have
2 11 1 2 2 1 2 2 1 o1
A=11 0 1|~(1 ¢ 1 |~]0G 1 2|~(0 1 2
0 2 1 0 21 0 21 0 0 0

Then assigning x3 = s € Z3, we obtain x; = 25, x» = x3 = 5 as the required solution.

15.20. With each matrix over @, evaluate
(a)
01 -3 -1 1 =3 —1 0 0 —1 0 0
25 4| = |-3 5 4| = -3 2 13| = 2 5 0
-3 2z -2 =5 2 =P -5 -3 13 —5 —3 13
= —65
Ki2(—1) is used to replace a3 = 0 by a non-zero element. The same result can be obtained by using
K15 then
g 1 =3 1 0 -3 1 g 0
2 5 4 = —|5 2 4 = —|5 2 19
-3 2 =2 2 =3 =2 2 =3 4
1 0] 0
= —|5 2 0] = —65
2 =3 65/2
An alternate evaluation is as follows:
g 1 -3 0 1 0] 2 19
25 4 = 2 519 = 7(1)‘_3 4‘ = (8457 = —65
—F 2. —2 -3 2 4
(B)
2 3 -2 4 = 3 =2 4 —1 0 0 0
3 =2 12 5 =2 2l 5 13 -9 22
3 2 34| 1 2 3 4 15 1 8
-2 4 5 —6 4 5 -6 —14 12 —-19
-1 0 -1 0 0 0 —1 0 0 0
= = 0 0 -1 -1 0] 0
B 1 5 1 B 1 5 16 23| 1 5 16 0
-6 —14 12 -19 -6 —14 —-30 -6l —6 —14 —30 —143/8

(—1I(—1)(16)(—143/8) = —286
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15.21.

15.22.

15.23.

15.24.

15.25.

15.26.

15.27.

MATRICES [CHAP. 15

Supplementary Problems

Given

225 2 0 0
(@) A+B=|1 6 5 ) B-C=| 0 2 o0
5 6 3 0 0 -2
3.0 6 -5 2 1
B 34=|0 9 3 B A4-G=| &4 =B -3
12 6 0 26 24 -6
310 9 9 4 2
{©0 A-B=|4 13 15 (f) A=d-A=|4 11 3
6 14 20 4 6 10

For the arrays of Problem 15.21, verify (o) (4 + BYC = AC+ BC, (b) {4 - BYC = A(B- ().

For A=[ay], (i=1,2,3;j=1,2,3), compute Iz - 4 and 4 - I5 (also 03 - 4 and 4 - 03) to verify: In the set R
of all n-square matrices over F, the zero matrix and the identity matrix commute with all elements of R.

Show that the set of all matrices of the form
a b 0
0 a+b 0
0 0] c
where a,b,¢ € @, is a subalgebra of AMs{Q).

Show that the set of all matrices of the form

where a,b, ¢ € R, is a subalgebra of M3{IR).

Find the dimension of the vector space spanned by each set of vectors over (1. Select a basis for each.
(o) {(1,4,2,4),{1,3,1,2),{0,1,1,2),(3,8,2,4)}
(B {(1,2,3,4,5),(5,4,3,2,),{(1,0,1,0,1),(3,2, — 1, — 2, — 5)}
(&) {{1,1,0, — 1,1),{1,0,1,1, — 1),{0,1,0,1,0),{1,0,0,1,1),{1, — 1,0,1,1)}
Ans. (@) 2, (B 3, (o 4

Show that the linear transformation

2 s
L=l WS I S
= b
[

of V4{R) into itself is singular and find a vector whose image is 0.
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15.28. Prove: The 3-square matrices I, His, His, Hys, His - His, Hi5 - Hyy under multiplication form a group
isomorphic to the symmetric group on three letters.

15.29. Prove: Under multiplication the set of all non-singnlar n-square matrices over F is a commmutative group.

15.30. Reduce each of the following matrices over R to its row equivalent canonical matrix:

1 2 =2 3
@ 1 2 -3 @ 2 5 -4 6
a
2 5 —4 -1 -3 2 -2
2 4 —1 6
3 4 5 6 7 8
b= 4 5 6 7 8 9
b 21 -3 —-a
) ©@ 1 s 6 7 58 9 38
3 3 1 2
10 11 12 13 14 15
1 21 2
1 3 2 2
¢
@ 2 4 3 4
37 4 6
Ans.
1 o0 2
1 &0 0
1 0 -7 g 1 0 0
(a) (&) 01 00 ()
0 1 2 0 ¢ 1 0
6o o1 2
00 00
1 ¢ -1 -2 -3 0
01 2 3 4 0
d L (o
0 1] 1] a1
0 1] 1] G 0
15.31. 1In Example 11 use Hz(%), Hyp{—1), Hp{—5), K5(2) on
1 -2 1
0 1 0
6o 01
1 o 0 1 0 0
6 25 =310
0 1 3 -4 0 1
and obtain
1 0 0 1 -2 2
S= 11 3 -5 and T=1|0
—5/2 —1/2 1 o 0o 2

to show that the non-singular matrices S and 7 such that §-4 - T = I are not unigue.
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15.32. Reduce

1 2.8 =2
A=(12 -2 1 3
3 0 4 1

aover R to normal form N and compute matrices S and 7 such that §-4-7 = N.

15.33. Prove that if 4 is non-singular, its inverse A4~ is unique.

Hint. Assume 4 -B=C -4 =T and consider {C - 4)B= C(4 - B).

15.34. Prove: If 4 is non-singular, then 4 - B = A4 - C implies B= C.

15.35. Show that if the non-singular matrices 4 and B commute, so also do {g) 471 and B, (#) 4 and B~ {¢) 47!
and B~

Hint. {a) N4 B4~ = 47Y(B- )47,

15.36. Find the inverse of:

M1 37 21 —17
@ |1 4 3 (d) 1 3 2
|1 3 4] -1 2 1]
3 4 2 77
_ .
o |24 3 & 203 3 2
(=
57 309
5 6
- - |2 3 2 3|
1 1 1 1
1 2 37
o |13 3 0)12374
(o
2 3 5 -5
12 4 3]
3 —4 -5 8
aver .
T 7 —3 —37 1 3 -5
Ans. @ |-1 1 o0 (d) % 3 -1 5
| -1 0 1] -5 5 -5
- _ -1 11 7 =26
1 -3 2
1l-1 =7 -3 16
& | -3 3 -1 & =
201 1 41 0
| 2 -1 0]
1 -1 -1 2
2 16 -6 4
3 -6 3
1 1] 22 4 -3 -1
© | -3 3 ¢ ) —
3 18] —10 44 30 —2
20 -1

4 13 6 —1
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15.37.

15.38.

15.39.

15.40.

15.41.

15.42.

15.43.

15.44.

Find the inverse of

aver Zz. Does 4 have an inverse over 7Zs?
d 2 1
Ans. AT'=|2 1 0
11 2

Find the minimum polynomial of

01 0 2 0 0 11 2 2 1 1
@ [0 0 1], & |01 0, @ |1 1 2/, (h |1 2 1|

1 2 -1 0 0 1 11 2 11 2

Ans. (@) A3+ 22— 20— 1, (B) 22 — 34 +2, (c) A% — 44, (d) A2 =50 +4

Find the inverse of each of the following matrices (a), (6), (d) of Problem 15.36, using its minimum
polynomial.

Suppose A* + ar® - bA is the minimum polynomial of a non-singnlar matrix 4 and obtain a contradiction.
Prove: Theorems XIX, XX, and XXI.

Prove Theorem XXIV (Hint. If the ith and jth rows of 4 are identical, |4]| = |Hy| - |4]) and Theorem
XXVIIL

Evaluate:
1 2 3 2 -1 1
(a) 1 3 4 (d) 4
1 4 3 -1 0 3
1 1 1 &
1 0

@ o 3 1 o (24 L8
42 0 4 1 29
2 4 7 7
76 > 411

{e) 10 -1 )
T ) -2 0 0 0
1 1 3 4

Ans. {a) =2, (B) =26, (c) 4, {d) 27, (e) 41, (f) 156

Evaluate:

-1 2 3
1 h—3 4
1 4 K=

L =] —4
1 Ji =5
—4 -5 -6

{a) )

Hint. Expand along the first row or first column.

Ans. (o) 13— TA — 6142, () A3 — 112> — 61+ 28
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15.45. Denote the row vectors of 4 =|[a;], (1,7 = 1,2,3), by ., p, f3. Show that

() Py x po (see Problem 14.13, Chapter 14) can be found as follows: Write the array

. diz a3 iy dpp

an  dyx a3y dy o dp

and strike out the first column. Then

3 % a2 3 a3 dyg a dpp
p1 X fr = ; ;
a3y a3 3 dyy 31 dp
(0) 1Al =p1- (X p3) = —pn - (B1 X f3) = s - {p1 X p)
15.46. Show that the set of linear forms
1 = auxi+apxy 4o+ apx,
=  anX)+dnXy + -+ dayX
@ 5 21%1 22X7 WXy T
fm = 1 X1 + G2 X2 + - - -+ s Xn

is linearly dependent if and only if the coefficient matrix
A=lg), G=1.2..m j=12...,n)

is of rank r < m. Thus, {a) is necessarily linearly dependent if m = n.

15.47. Find all solutions of:

X1+ x2+2x3+ x4=95
(a) x1—2x2+3x3—5x4:1 (d) 2X1+3X2— X3—2X4:2
4X1+SXQ+3X3 =7
X1+ x—2x3+ x+3x5=1
TR | 1 2 3 4 5

2x; — 2 2 bxs =2
Tayk S — D=3 €) o B S T
3x1+2x) —dxy —3x4 — x5 =3

(&)

X1+3XZ+ X3+ X4+2X5:0
2)614’5)62*3)634’2)64* )CS:3

x1+xx+x3=4

4 2x1 4+ 5% —2x3=3

{© 1 2 3 &8 e T xad xs— 5
X1+TXQ*7)63:5

3X1+ XZ-‘F X3—2X4+3X5:0

aver Q.

Ans. (@) x1=14+2r—3s4+54Lx =r.x3=85,x4 = 1
(b) x1=17/3—Tr/3,x3 =—5/3+4r/3,x3=r
(&) xi=1l,x=2rx3s=r.xq=—-3b,x=05

(f) xi=—11/5—d/5,xp=2,x35=—1—r,xa=—14/5—r/5,x5=7r

[CHAP. 15

15.48. (o) Show that the set M, = {4, B,...} of all matrices over @ of order 2 is isomorphic to the vector space

V().

Hint. Use 4 = |:a11 au] — {ayy, a1z, a21, 23)- See Problem 11.3, Chapter 11.

a2
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{6) Show that

1710 1701 1700 1700
=19 1) 2=y ol 2511 ol 2= g 1

is a basis for the vector space.
b b
by bz

Hint. B= byl +bply + b +bpl.

(¢) Prove: 4 commufes with B = [ ] if and only if 4 commutes with each F; of (b).

15.49. Define

e{ [, 2ol

Show (a) S; is a vector space over [§, (5) S, is a field.

x ¥

Hint. In () show that the mapping S5; — C: |:*y .

] — x -+ yiis an isomorphism.

15.50. Show that the set £ ={(g1 + g2 + g3/ + g4k) : 1, g2, g3, a4 < B} with addition and multiplication defined
in Problem 12.27, Chapter 12, is isomorphic to the set

q1 q? q3 4

g _
Sy = S A 141,40, 93,4 € R
—43 g4 g1 —q2

—d4 —q3 a2 q

Is Sy a field?
15.51. Prove: If 51, 52, .. §m are m < n linearly independent vectors of V,{JF), then the p vectors
B=s1f1+sbt o tombn  (T=12....p)
are linearly dependent if p > m or, when p < m, if [s;] is of rank r < p.
15.52. Prove: If 51, 52, A §n are linearly independent vectors of ¥,{F), then the n vectors
ﬁJ:ajl§1+aj2§2+"'+ajngn’ G=L2,....n
are linearly independent if and only if |ay| # 0.
15.53. Verify: The ring 75 = { |:g ii| ta,bce IR} has the subrings

o ol=emblls S]evemt wma {fo J]o0ren]

as its proper ideals. Write the homomorphism which determines each as an ideal. {See Theorem VT,
Chapter 11.)

15.54. Prove: {4+ BT = A7 4+ BT and (4- BT = BT - AT when 4 and B are n-square matrices over F.
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15.55. Consider the n-vectors X and ¥ as 1 x n matrices and verify
¥Y=X-¥"=Y-IF
15.56. {a) Show that the set of 4-square matrices

M = {1, Hip, Hi3, Hia, Hys, Hyy, Hzg, Hiy - Hi3, Hyy - Hos  Hyp - Hia,
Hyy - Hog, Hys - Hig, Hyg - Hys, Hys - Hyy, Hyy - Hoz, Hip - Hay,
His - Hyy, Hyy - Hys, Hyp - Hys - Hyg, Hyp - Hig - Hys, Hys - Hyp - Hag,
Hy3 - Hyg - Hhg, Hyg - Hyp - Hys, Hyg - Hys - Hip}

is a multiplicative group.
Hint. Show that the mapping

Hy — (i), Hy - Hy, — (%), Hy - Hyy — (§)(kD), Hy - Hy - Hy — (§kD)

of M into S, is an isomorphism.

(b) Show that the subset {I,Hi3, Hoq, Hip - Ha, Hiz - Hya, Hia - Hoz, Hiz - His - Hia, Hia - Hiz - Hip}
of M is a group isomorphic to the octic group of a square. (In Fig. 9-1 replace the designations
1,2,3,4 of the vertices by {1,0,0,0),{0,1,0,0),{0,0,1,0),{0,0,0, 1), respectively.)

15.57. Show that the set of 2-square matrices

Lol le S ol S al oLy 5l)

is a multiplicative group isomorphic to the octic group of a square.
Hint. Place the square of Fig. 9-1 in a rectangular coordinate system so that the vertices 1,2, 3,4

have coordinates (1, — 1),{1,1),{—1,1),{—1, — 1), respectively.

15.58. Let § spanned by (1,0,1, —1),(1,0,2,3),(3,0,2, — 1),{1,0, — 2, —7) and T spanned by (2,1,3,2),
(0,4, —1,0),{2,3, —4,2),(2,4, — 1,2) be subspaces of V4{{0). Find bases for S, 7, SN T, and S+ T.



CHAPTER 16

Matrix Polynomials

INTRODUCTION

In this chapter, we will be exposed to some theory about matrix polynomials. These topics are just
extensions and applications of some of the theory from Chapter 15. Topics such as matrices with
polynomial elements, polynomial, with matrix coefficients, and orthogonal matrices will be studied here.

16.1 MATRICES WITH POLYNOMIAL ELEMENTS

DEFINITION 16.1: Let F[x] be the polynomial domain consisting of all polynomials » with
coefficients in F. An m x » matrix over F[A], that is, one whose elements are polynomials of F[i],

Cl]](}\.) d]z(}\.) R d]n()\.)
Aoy =ty = | e
2 ()\') amZ(A') T Gn ()\‘)

18 called a A-matrix (read: lambda matrix).

Since F C F|i], the set of all m x n matrices over JF is a subset of the set of all m x » A-matrices over
F[A]. It is to be expected then that much of Chapter 15 holds here with, at most, minor changes. For
example, with addition and multiplication defined on the set of all xn-square A-matrices over JF[i]

precisely as on the set of all n-square matrices over F, we find readily that the former set is also a non-
commutative ring with unity £,. On the other hand, although A(X) = [3 4 +?] is non-singular, ie.,

[AG) = A0 + 1) #£ 0, A(.) does not have an inverse over F[A]. The reason, of course, is that generally
at(x) does not have a multiplicative inverse in F[i]. Thus, it is impossible to extend the notion of
elementary transformations on A-matrices so that, for instance,

w0

16.2 ELEMENTARY TRANSFORMATIONS
The elementary transformations on A-matrices are defined as follows:

The interchange of the ith and jth rows, denoted by Hj; the interchange of the ith and jth columns,
denoted by Kj;.

245
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The multiplication of the ith row by a non-zero element k € F, denoted by H,(%); the multiplication of
the ith column by a non-zero element k € F, denoted by Ki(k).

The addition to the ith row of the product of f(1) < F[A] and the jth row, denoted by Hy( f(1)); the
addition to the ith column of the product of f() ¢ F[A] and the jth column, denoted by K { f(1)).

{Note that the first two transformations are identical with those of Chapter 15, while the third permits all
elements of F[A] as multipliers.)

An elementary transformation and the elementary matrix obtained by performing that transforma-
tion on { will again be denoted by the same symbol. Also, a row transformation on 4(A) is affected by
multiplying it on the left by the appropriate 77, and a column transformation is affected by multiplying it
on the right by the appropriate K. Paralleling the results of Chapter 15, we state:

Every elementary matrix is non-singular.
The determinant of every elementary matrix is an element of F.
Every elementary matrix has an inverse which, in turn, is an elementary matrix.
Two m x n A-matrices A(A) and B(A) are called equivalent if one can be obtained from the other
by a sequence of elementary row and celumn transformations, ie., if there exist matrices S(i) =
H,...Hy,-Hyand T(A) = Ky - K>... K, such that

S(A) - A(x) - T() = B

The row (column) rank of a A-matrix is the number of linearly independent rows (columns) of the
matrix. The rank of a A-matrix is its row (column) rank.

Equivalent A-matrices have the same rank. The converse is not true.

16.3 NORMAL FORM OF A (,-MATRIX
Corresponding to Theorem IX’ of Chapter 15, there is

Theorem I. Every mi x n A-matrix A()) over F[i] of rank r can be reduced by elementary trans-
formations to a canonical form (normel form)

(A0 0 0 0 0 0 - 0
0 A 0 0 0 0 --- 0
s
NG) = 0 0 0 0 f£() 0 0
0 0 0 0 0 0 . 0
0 0 0 - 0 0 0 o 0

in which f1(L), f2(%), ..., fi(A) are monic polynomials in F[A] and f(h) divides f;1(1) for i=
1,2, ...,r—1L

We shall not prove this theorem nor that the normal form of a given 4(%) is unique. (The proof of
the theorem consists in showing how to reach N () for any given A(}); uniqueness requires further study
of determinants.) A simple procedure for obtaining the normal form is illustrated in the example and
problems below.

EXAMPLE 1. Reduce

A3 A1 N2
A(A)—|: 222+ -3 A4a—1 222 -2
Mz pen+3 2224 2h 41 A rsa2

over R(L) to normal form.
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The greatest common divisor of the elements of A{}) is 1; take f1(A) = 1. Now use Kj3{—1) to replace a1:{}) by
J1(A), and then by appropriate row and column transformation obtain an equivalent matrix whose first row and first
column have zero elements except for the common element f1(L); thus,

1 A+1 A+2 [ 1 0 0 1 1 0 0 “
Ay~ r—-1 a2+a-1 Y ~lAh—=1 A A= |~ 10 A A2—a = B
b+1 222 +20+1 A3+A2+5A+2J LH—I A2 A3+2AJ {0 22 A3+2AJ

Consider now the submatrix

AAT—2
AE 342
The greatest common divisor of its elements is A; set f5{)) = A. Since f2(1) occupies the position of by{A) in B()), we

proceed to clear the second row and second column of non-zero elements, except, of course, for the common element
f2(A), and obtain

1 0 0 1 0 1] 1 0 1]
AQ)~ |0 A =i | ~|0 A A2=ir |~]|0 A 0 = N()
0 A2 A2 0 0 A2+42n 0 0 22422

since A%+ 24, is monic.
See also Problems 16.1-16.3.

DEFINITION 16.2: The non-zero elements of N(i), the normal form of A(L), are called invariant
Jactors of A(L).

Under the assumption that the normal form of a A-matrix is unique, we have

Theorem II. 'Two m x n b-matrices over F[)A] are equivalent if and only if they have the same invariant
factors.

16.4 POLYNOMIALS WITH MATRIX COEFFICIENTS

In the remainder of this chapter we shall restrict our attention to #-square A-matrices over F [A]. Let A(3)
be such a matrix and suppose the maximum degree of all polynomial elements a;;(x) of A(}) is p. By the
addition, when necessary of terms with zero coefficients, A(A) can be written so each of its elements has
p+ 1 terms. Then 4(}) can be written as a polynomial of degree p in & with #-square matrices A; over F
as coefficients, called a mairix polynomial of degree p in ).

EXAMPLE 2. For the A-matrix 4{4) of Example 1, we have

= A3 A1 A2
A() = 22 +4-3 Ata—1 22 -2
LA +A2+6A+3 227 4+2a+1 AT+ Al+5a+2

FOa3+0x24+a+3 03 +H0R24a+1 034024 a+2
=03 +222+4-3 03 +224+x-1 O3 +222+00-2
LA +A2+60+3 B3+ 222+20+1 A +a2+5042
o0 0 00 0 11 1 3001 2
=00 o0 A+|2 1 2(aF+|1 1 0O|a+]| -3 -1 -2
1 01 1 21 6 2 5 3001 2
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Consider now the n-square A-matrices or matrix polvnomials

AQ) = A + Ay M+ A+ Ay )

and B(}) = Baf + Bq_lkq’l +--+BiA+ By (2)

The two A-matrices (matrix polynomials) are said to be equal when p—g¢ and 4; = B; for
S| P 0 S—

The sum A(A) + B(}) is a A-matrix (matrix polynomial) obtained by adding corresponding elements
(terms) of the A-matrices (matrix polvnomials). If p > ¢, its degree is p; if p = ¢, its degree is at most p.

The product A(X)- B(A) is a A-matrix (matrix polynomial) of degree at most p + ¢. If either A(X) or
B()) is non-singular (i.e., either |4(1)| # 0 or |B(})| £ 0), then both A(}) - B(A) and B(})- A(L) are of
degree p 4+ ¢. Since, in general, matrices do not commute, we shall expect A(X) - B(X) £ B(.) - A(}).

The equality in (/) is not disturbed if A is replaced throughout by any k& € F. For example,

AR = Apk? + Ay B 4+ Ak + Ay

When, however, A is replaced by an n-square matrix C over F, we obtain two results which are usually
different:

AR(C) = A, CF + Ay 1 CP 7+ 41C + Ay (3

and  Ap(C) = CFPAd,+ M, 1+ + CAy + 4y (3)
called, respectively, the right and lefi functional values of A(X) when % = C.

EXAMPLE 3.

r a2 x=1 1 0 01 0 -1 1 2
When A = = A2 A+ and C = ,
LA+3 AT+2 0 1 10 32 2 3
10 1 277 1o 1 1 2 0 -1 7 10
then Ar(C) = - + : 5 = ,
101 2 3 1 0 2 3 3002 12 17
1 27171 o 1 2 01 0 -1 7 8
and AriC) = : + ; T — )
|2 3 0 1 2 3 1 0 3 2 14 17

16.5 DIVISION ALGORITHM

See also Problem 16.4.

The division algorithm for polynomials «(x), S(x) in x over a non-commutative ring R with unity was
given in Theorem IT, Chapter 13. It was assumed there that the divisor £(x) was monic. For a non-monic
divisor, that is, a divisor S(x) whose leading coefficient is b, # 1, then the theorem holds only if b, '  R.

For the coeflicient ring considered here, every non-singular matrix A has an inverse over JF; thus, the
algorithm may be stated as

If 4(%) and B()) are matrix pelynomials (/) and (2) and if B, is non-singular, then there exist unique
matrix polynomials Q1(X), Ri(A); O5(1), Ry(x) € F|i], where Ry (1) and R,(i) are either zero or of degree
less than that of B(i), such that

ARy = QA - B() + Ri(d) (4)

and  A() = BO) - 0:(0) + Ro(h) @)
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If in (4) R1(0) =0, B(3) is called a right divisor of AQ); if in (4) Ra(3) =0, B(}) is called a Jeft
divisor of A(}).

EXAMPLE 4. Given
A 32430 272 450+4 1oy, 3 27, 35 0 4
A = = yEE A A
Je = 1 AP 00 11 1 0 -1 1
A+l 1 1 0 11
and B(L) = = A+
A AF2 0 1 0 2

find O1(), Ri(a); O2(A), Rofh) such that

() AQ) = O1(0) - B + Ri()
(0) A0 = B(A) - Oa(h) + Ra(h)
Here By = “ (1)] # 0 and B‘l1 = [_i ?]

(o) We compute

) 21 33 0 4
A() — A3By APB() = i|,\2+|: i|k+|: 1 1i|—C(A)

o 9 2] 0 4
CGY— CuB, AB() = A+|:_1 1}—1)@)

D) — DB, B() = = Ry(R)
Then

. 10 11 0o 2
01(h) = (Asx* + Coh + D1)B, = i|12+|: }w[ }

(00 0 1 3 7
(3245 A2
Tl o8 g2

{#) We compite

3 2 35 0 4
- 1 2 2 _
A(R) — BO)B, A3k 5 1}\ +[1 0}+[1 1} E(\)

E() — BOOB, Eah = 04 A 04 = B
()~ BO)B B = 2} +[1 1}— )

i -1 2
F(A)— B(x)B, F1 = 5 5i| = Ro(A)

. 1 o 32 0 4
Then Q3 =B, (A:A2 + Exh+ F) = A At
-1 0 0 -1 1 =2

A3 2044
—A24+1 —a-2

See Problem 16.5.
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For the #-square matrix B = [B;] over F, define its characteristic mairix as
A=bny b2 bz - —by,
by A—bn by - =Dy
AM—B=| —by —b3 A—bs 0 —ba
—bu —bnz —byz - A — Dn
With A()) as in (J) and B(L) = A — B, (4) and (4) yield
AR) = Qid) - - B) + Ry (3)
and ARQ) =0T = B)- 000+ Ry (5)

in which the remainders Ry and R; are free of A. It can be shown, moreover, that

R] = AR(B) and Rz = AL(B)

EXAMPLE 5. With
G Bl 1 2
A = and B = s
A+3 A242 2 3

A—1 =2
we have )JfB_|:_2 A_3i| and

A+l 3 710
A(JL)_|: i|(MB)+|: }
3 A3 12 17

A+1 3 7 8
=(I—B) +
¥ W3 14 17

710
From Example 3, the remainders are R; = 4z(B) = |:12 17] and

Ry= di(B) = [1:71 1?]

16.6 THE CHARACTERISTIC ROOTS AND VECTORS OF A MATRIX

We return now to further study of a given linear transformation of V,(F) into itself. Consider, for

example, the transformation of V7 = V3(R) given by
2 2 1 g — 2,2, 1)
A=1]1 3 1 or & — (1,31
2 2 & —(1,2,2)
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(It is necessary to remind the reader that in our notation the images of the unit vectors £, &, &; of the
space are the row vectors of 4 and that the linear transformation is given by

V-oV:E—=£4

since one may find elsewhere the image vectors written as the column vectors of 4. In this case, the
transformation is given by

V- V8- Af

For the same matrix 4, the two transformations are generally different.)
The image of £ =(1,2,3) € V is

2 2 1
n=(1,23)1 3 1| = (7.149¢cV
{ & &

whose only connection with £ is through the transformation 4. On the other hand, the image of
& = (r,2r,r) € V is 5%, that is, the image of any vector of the subspace V! < ¥, spanned by (1,2, 1),isa
vector of V1. Similarly, it is easily verified that the image of any vector of the subspace V2 ¢ ¥, spanned
by (1, —1,0), is a vector of F?; and the image of any vector ¥ < F, spanned by (1, 0, —1), is a vector of
3. Moreover, the image of any vector (s + ¢, —s, —¢) of the subspace V* < V, spanned by (1, —1, 0) and
(1, 0, —1), 1s a vector of the subspace generated by itself. We leave for the reader to show that the same is
not true for either the subspace V°, spanned by (1,2, 1) and (1, —1, 0), or of ¥®, spanned by (1, 2, 1) and
(1,0,-1).

We summarize: The linear transformation 4 of ¥3([R) carries any vector of the subspace V', spanned
by (1,2, 1), into a vector of V' and any vector of the subspace F*, spanned by (1, —1, 0) and (1,0, —1),
into a vector of the subspace generated by itsell. We shall call any non-zero vector of ¥, also of ¥4, a
characteristic vector (invariant vector or eigenvector) of the transformation.

In general, let a linear transformation of ¥ = F,(F) relative to the basis €|, €3, - - -, €, be given by
the wm-square matrix 4 = [a;] over F. Any given non-zero vector £= (x1, X, X3,...,X,) €V is a
characteristic vector of 4 provided £4 = A&, 1e.,

(aux1 + anxa + -+ + G Xn, Q12X1 + A0X2 + 0+ G2Xn, -y (6)
X1 + @omXa 4 -+ G Xy) = (AX1, A%, ..., AXy)
for some i € F.
We shall now use (6) to solve the following problem: Given 4, find all non-zero vectors & such that

£4 = Af with L € F. After equating corresponding components in (6), the resulting system of equations
may be written as follows

A—an)x - 1% - a31X3 e S Ul Xn = 0
—a1ax1 + —an)xn - a3 X3 = g = A2 Xn = 0
. 913X = dp3X3 + (A—as)xs — o0 — 3 Xy = 0 (7)

—ainX - @n X2 - A3 X3 — o + —awx, = 0
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which by Theorem XVIII, Chapter 15, has a non-trivial solution if and only if the determinant of the
coefficient matrix

A—an —an —da3 - —dy
—dap  A—dpn  —dm .- —dy
T
—a13 —an  A—anm - —ap |=|AM—-A4A"|=0
—dn —n —day e A— yn

where A7 is the transpose of 4. Now AJ — 47 — (. — 4)T (check this); hence, by Theorem XXII,
Chapter 15, |Af — AT| = |AI — A|, the determinant of the characteristic matrix of A.

DEFINITION 16.3: For any n-square matrix 4 over F, |Af — A7| is called the characteristic
determinant of A and its expansion, a polynomial ¢(1) of degree n, is called the characteristic poly-
nomial of A. The n zeros Ay, ko, Az, ..., A, of ¢(A) are called the characteristic roots (latent roots or
eigenvalues) of A.

Now ¢{») € F[1] and may or may not have all of its zeros in F. (For example, the characteristic
polynomial of a two-square matrix over R will have either both or neither of its zeros in R; that of a
three-square matrix over R will have either one or three zeros in R. One may then restrict attention solely
to the subspaces of V3(R) associated with the real zeros, if any, or one may enlarge the space to F3(C)
and find the subspaces associated with all of the zeros.) For any characteristic root A;, the matrix
ad — AﬁT is singular so that the system of linear equations (7) is linearly dependent and a characteristic
vector & always exists. Also, k¢ is a characteristic vector associated with 2; for every scalar &. Moreover,
by Theorem XVIII, Chapter 15, when »J — A7 has rank r, the (7) has n —r linearly independent
solutions which span a subspace of dimension # —r. Every non-zero vector of this subspace is a
characteristic vector of A associated with the characteristic root X;.

EXAMPLE 6. Determine the characteristic roots and associated characteristic vectors of V3([R), given

The characteristic polynomial of 4 is

A—1 0 1
=l rA—=2 -1
—2 =2 h—3

W —AT| = =A 61+ 11n—6

the characteristic roots are Ay = 1, h; = 2, &3 = 3; the system of linear equations (7) is

()\. = 1))61 + X3 =0
(CI) e o (l = 2))62 — X3 =0
—2x1 — 2x2 + (l — 3)X3 =}
When A = &) = 1, the system {¢) reduces to {x1 + X z 8, having x; = 1, x; = —1, x3 = 0 as a solution. Thus,

associated with the characteristic root A; = 1 is the one-dimensional vector space spanned by §1 =(1,-1,0). Every
vector {k, —k, 0), k &£ 0, of this subspace is a characteristic vector of 4.

When A = Ay = 2, system {a) reduces to {x)fb:rz;; z 8, having x;1 =2, x; = —1,x3 = —2 as a solution. Thus,

associated with the characteristic root A; = 2 is the one-dimensional vector space spanned by 52 ={2,—-1,-2), and
every vector (2k, —k, —2k), k # 0, is a characteristic vector of 4.
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X1 Jr)Cz =
2)(31 +X3 =

associated with the characteristic root As = 3 is the one-dimensional vector space spanned by 53 ={1,-1,-2), and
every vector (k, —k, —2k), k #£ 0, is a characteristic vector of 4.

When A = h; = 3, system (&) reduces to 8, having x; = 1, x = —1, x3 = —2 as a solution. Thus,

EXAMPLE 7. Determine the characteristic roots and associated characteristic vectors of F53([¥), given
2 21
A=11 3 1
1 2 2
The characteristic polynomial is

A—2 -1 -1
W —daT =] =2 2-3 =2 |=3 -7 +11r-5;
N

the characteristic roots are A; = 5, A; = 1, A3 = 1; and the system of linear equations (7) is

(l *2)%1 — X3 — X3 =0
(a) —2)61 + (}\. — 3))63 = 2%3 =0
*X1*XQ+ ()\.*2))63:0

When 4 = A; = 5, the system (a) reduces to { B R
x1—x3=0

associated with A; = 5 is the one-dimensional vector space spanned by 51 =(1,2,1). When A = A; = 1, the system
{a) reduces to x; +x; +x3 =0 having xy =1, x, =0,x3 = —1 and x; = 1, x; = —1, x5 = ( as linearly independent
s_'olutions. Thus, associated with A, =1 is the two-dimensional vector space spanned by £ = (1,0,—1) and
g3 =(1,-1,0).

The matrix of Example 7 was considered at the beginning of this section. Examples 6 and 7, also
Problem 16.6, suggest that associated with each simple characteristic root is a one-dimensional vector
space and associated with each characteristic root of multiplicity m > 1 is an m-dimensional vector
space. The first is true but (see Problem 16.7) the second is not. We shall not investigate this matter here
(the interested reader may consult any book on matrices); we simply state

0 having x; = 1, x; = 2, x3 = 1 as a solution. Thus,

If X is a characteristic root of multiplicity m > 1 of 4, then associated with A is a vector space
whose dimension is at least 1 and at most m.
In Problem 16.8 we prove

Theorem IIT. 1If A, §1; Ao, 52 are distinct characteristic roots and associated characteristic vectors of an
p-square matrix, then 51 and 52 are linearly independent.

We leave for the reader to prove

Theorem IV. The diagonal matrix D = diag(h, Ao, ..., Ay) has Ay, A2, ..., A, as characteristic roots
and €1, &, ..., €, as respective associated characteristic vectors.

16.7 SIMILAR MATRICES

DEFINITION 16.4: Two n-square matrices 4 and B over F are called similar over F provided there
exists a non-singular matrix P over JF such that B = P4P~!.

In Problems 16.9 and 16.10, we prove
Theoremn V. Two similar matrices have the same characteristic roots,
and

Theorem VI. 1If Ei is a characteristic vector associated with the characteristic root »; of B = PAP!, then
& = &P is a characteristic vector associated with the same characteristic root &; of A.
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Let A, an m-square matrix over F having Xy, As,..., A, as characteristic roots, be similar to
D = diag(h1, A3, ..., »,) and let P be a non-singular matrix such that PAP~! = D. By Theorem IV, ¢; is
a characteristic vector associated with the characteristic root A; of D, and by Theorem VI, é} =&Pisa
characteristic vector associated with the same characteristic root 4; of 4. Now &P is the ith row vector
of P; hence, A has n linearly independent characteristic vectors &P which constitute a basis of V,(F).

Conversely, suppose that the set S of all characteristic vectors of an n-square matrix 4 spans Vy(F).

Then we can select a subset {&1, &, ... &} of S which is a basis of F,(F). Since each §; is a characteristic
vector,

5114 = Klé?l, 52/1 = Kzgz, T gnA = )\'ngn

where Ay, Az, ..., A, are the characteristic roots of 4. With

3 Mmoo 0 0
52 : 0 -1 :

P = , we find P4 = P or PAP =diag(iy, ko, ..., A =D
E, 0 0 An

and A is similar to D. We have proved

Theorem VII. An n-square matrix 4 over JF, having Ay, A2, ..., A, as characteristic roots is similar to
D = diag (1,22, ..., Ay if and only if the set S of all characteristic vectors of 4 spans F,(F).

2 21
EXAMPLE 8. Forthe matrix 4= |1 3 1 | of Example 7, take
1 2 2
£ i B i 11
P=|g&|=|1 0 -1|. Then P!=(3 1 -1| and
3 Lo
2 R FR R
L2 112219y 5 3 500
P4P~t = |1 0 —1|-|1 3 1 Lo 1= 10 1 0 =diag(hi, ks, k3)
v ol brz2] g 4l Lo

Not every nu-square maltrix is similar to a diagonal matrix. In Problem 16.7, for instance, the
condition in Theorem VII is not met, since there the set of all characteristic vectors spans only a two-
dimensional subspace of Vi(R).

16.8 REAL SYMMETRIC MATRICES

DEFINITION 16.5:  An n-square matrix 4 = [a;] over R is called symmetric provided 47 = 4, ie.,
ay = ay for all i and ;.

The matrix 4 of Problem 16.6, is symmetric; the matrices of Examples 6 and 7 are not.
In Problem 11, we prove

Theorem VIII. The characteristic roots of a real symmetric matrix are real.
In Problem 16.12, we prove

Theorem IX. 1If 3y, §1; Ao, §2 are distinct characteristic roots and associated characteristic vectors of an
m-square real symmetric matrix, then & and &; are mutually orthogonal.
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Although the proof will not be given here, it can be shown that every real symmetric matrix 4 is
similar to a diagonal matrix whose diagonal elements are the characteristic roots of 4. The A4 has » real
characteristic roots and # real, mutually orthogonal associated characteristic vectors, say,

re

MLEL 2B o B
If, now, we define
B=& /5L (=1,2....1)
A has » real characteristic roots and » real, mutually orthogonal associated characteristic unit vectors

ll)ﬁl;lb 529 45k -;}‘-m ﬁn

Finally, with

L ﬁn -
we have SAS™! = diag (A1, Ay, ..., An).

The vectors #1, 2, . .., B, constitute a basis of V,,(R). Such bases, consisting of mutually orthogonal
unit vectors, are called normal orthogonal or orthonormal bases.

16.9 ORTHOGONAL MATRICES

The matrix S, defined in the preceding section, is called an orthogonal matrix. We develop below a
number of its unique properties.
1, wheni=j

1. Since the row vectors 7; of S are mutually orthogonal unit vectors, ie., #; - 7 = {0 when i £ 77

it follows readily that

— = —

m
p) M- My o WA
; 5 5 Mo Mt e T
S'ST - '[7?1:?72,“‘,7]5:] - =1
ﬁn 7_'1:1 ﬁn'ﬁ2 ﬁn ﬁn
7.

and §7 =851

2. Since S- ST = ST.§ = I, the column vectors of S are also mutually orthogonal unit vectors. Thus,
A real matrix H is orthogonal provided H - HY = HT .H =1.

3. Consider the orthogonal transformation ¥ = XH of V,(R), whose matrix H is orthogonal, and
denote by Y, ¥, respectively, the images of arbitrary X7, X5 € V,(R). Since

Y1-Y, =715 =(HGCHT =xH NG =0T =5 X,

an orthogonal transformation preserves inner or dot products of vectors.
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4. Since |¥1] = (¥ ¥DY? = (X7 - XDY? = |X1|, an orthogonal transformation preserves length of
vectors.

5. Sincecos® = Y. Yo/|¥1| - | Y| = X1 - X2/|X1| - | X2| = cosf, where 0 < 6. ¢ < 7, we have & = 6. In
particular, if X7 - X5 = 0, then ¥, - ¥; = 0; that is, under an orthogonal transformation the image
vectors of mutually orthogonal vectors are mutually orthogonal.

An orthogonal transformation ¥ — XH (also, the orthogonal matrix 77) is called proper or anproper
according as |H| =1 or |H| = —1.

EXAMPLE 9. For the matrix 4 of Problem 6, we obfain

B=E /15| = 2/V6, — 16, —1/V6), Ty = (1//3,1//3,1/4/3),
i = (0, 1/+/2, —1/¥2)

Then, with
i 28 —1/v6 —1//6 2/v6 143 0
S=|i |=| 13 143 B[, St=8T=|-1//6 143 142
i 0 12 —1/V2 ~1/46 143 —1/42

and we have §- 4 - 85! = diag(9, 3, —3).

The matrix § of Example 9 is improper, i.e., |S| = —1. It can be verified easily that had the negative
of any one of the vectors 7, 2, s been used in forming S, the matrix then would have been proper.
Thus, for any real symmetric matrix 4, a proper orthogonal matrix § can always be found such that
S-A4-S7!is a diagonal matrix whose diagonal elements are the characteristic roots of A.

16.10 CONICS AND QUADRIC SURFACES

One of the problems of analytic geometry of the plane and of ordinary space is the reduction of the
equations of conics and quadric surfaces to standard forms which make apparent the nature of these
curves and surfaces.

Relative to rectangular coordinate axes OX and OV, let the equation of a conic be

ax® +by? + 2exy+ 2dx +2epy+f =0 %)

and, relative to rectangular coordinate axes OX, OY, and OZ, let the equation of a quadric surface be
given as

ax® + by’ + ez’ + 2dxy + 2exz +2fpz + 2gx + 2hy + 2kz +m = 0 9

It will be recalled that the necessary reductions are affected by a rotation of the axes to remove all
cross-product terms and a translation of the axes to remove, whenever possible, terms of degree less
than two. It will be our purpose here to outline a standard procedure for handling both conics and
quadric surfaces.

Consider the general conic equation (8). In terms of degree two, ax” 4+ by® + 2cxyp, may be written in
matrix notation as

2 2 = . a ¢ " X = “ . T
ax® + by + Zexy =(x, ) |:c bi| (y)_X E. X
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where X' = (x, ). Now £ is real and symumetric; hence there exists a proper orthogonal matrix

(1]
w3

257

such that S- E-S~! = diag(X{, A;) where Ay, #1; A2, > are the characteristic roots and associated char-
acteristic unit vectors of E. Thus, there exists a proper orthogonal transformation X = (x/, »)S = X'S

such that

A 0

I..—lfT:f
XS -E-§STX X[OM

i|X.'_T — )le.'l +12y:2

in which the cross-product term has 0 as coefficient.

Let § = |: ?_7,1 i| = |: 7_7,“ 7_?,12 i|; then
121

2 2
511 512 - - > -
(x,y) = X¥X=XS= (xl’yl)|: ?—7' ?—7» :| _ [nllxl s 1721)}’, mzx’ + n22yf]
21 22

and we have
x =mx’ +ny’
y =max’ 4y’
This transformation reduces (&) to
Jax? 400y + 2(din + en2)x’ +2(dim +ei)y +f =0

which is then to be reduced to standard form by a translation.
An alternate procedure for obtaining (8”) is as follows:

(7)) Obtain the proper orthogonal matrix S.
(i{) Form the associate of (&)

a ¢ d x
ax? + by’ +2exy + 2dxu + 2eyu+ fi = (x,y,u)-| ¢ b e yl=x-F.3 =0
d e f u
where X = (x, p, u). S 0
(iif) Use the transformation X = X |: 0 1 i|, where X/ = (x/, y/, &), to obtain

—[s 0 ST 07
X[O 1]1:.[0 1}X 0

the associate of (&).

EXAMPLE 10. Identify the conic 5x> — 24/3xy 4+ 792+ 20/3x — 44y + 75 = 0.

For the matrix

8
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of terms of degree two, we find 4, (2+/3,1); 8, (—1,14/3) as the characteristic roots and associated characteristic nnit
vectors and form

Fﬁ é}
S =
4 43
Then
5 -3 10/3
S 0 . ’
X=X reduces ¥ -F-X =X%| —/3 7 -2 | X =0
0 1
103 =22 75
Vi Lo 5 /3 103733 -1 o
to X' -1 L3 0| -3 7 -2 1 L/3 o |X7
0 0 1][1ov3 —22 75 0 0 1
4 0 4 x!
=",y u| 0 8 —16v3 || v | =ax? + 80+ 82" — 323y + 5t =0
4 —164/3 75 ’

the associate of 4x? + 82 4+ 8x' — 3230 4+ 75 = 4(x' + 112 +8(y — 23 —25 =100
X =x+1

Y=y — 23 this becomes 4x”2 + 8y”? = 25. The conic is an ellipse.

Under the translation {

x:%\/—gx’f%y’ x'=x"-1
Using and {

y=1x'+1v3y y'=y+243

it follows readily that, in terms of the original coordinate system, the new origin is at (—3+/3/2, 5/2) and
the new axes 0”"X” and 0”Y” have, respectively, the directions of the characteristic unit vectors (24/3,1) and
(—1.3v3):

See Problem 16.14.

Solved Problems
16.1. Reduce

by 25+ 1 A+2
ARy = | A2+x 222422 A4+ 20

A—2n 2T —_2x—1 r4i-3

to normal form.
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The greatest common divisor of the elements of 4{4) is 1; set f1{}) = 1. Now nse K;,{—2) followed by K,
and then proceed to clear the first row and first column to obtain

A(r) ~

1 A A2 1
0 M4 A o x|~ ]
|24 —1 A2—2% A24r-3 2% -1

! 0 ]
0 A2+ A2 22 = B(})
0 —A2—x —A2-2x-1

The greatest commeon divisor of the elements of the submatrix [

0 0

A2 A4 24

B |

MAr o AT+ Jis 1 set ) = 1
A2 A A2 —1 PR T

On B{L) nse Hy3{1) and Ky3(—1) and then proceed to clear the second row and second column to obtain

1 0

] 1 0 ]
AW~ 0 1 = ~lo 1 0
|0 A+1 —AP-2a-1 0 A4+1 —A2—a
1 0 0 1 o 0
~lo 1 0 ~lo 1 0 | =N
[0 0 —A2—1 00 AM+a
the final step being necessary in order that f3(1) = A% + A be monic.
L0 B0 0
16.2. Reduce (a) A()) = and )y BO) = 0 A?—=2i 0 | to normal form.
0 A+l 0 0 52

(a) The greatest common divisor of the elements of 4(A) is 1. We obtain

A0 A oA+l -1 A+l -1 0
Ay = ~ ~ ~
0 aA+1 0 x+1 ~A—1 x+1 ~A—1 —x*—a
-1 0 1 0
~ ~ = N{X)
0 —2%Z-a 0 A+ A
(&) The greatest common divisor of B{}) is A. We obtain
23 0 ] AMoAi—a 0 a? A—x 0
Bo)=|0 a*=i 0 |~|0 A2=xr 0 |~]| =341 A2—x 0
| 0 0 a? 0 0 Al 0 0 At
A Moa o0 Ao oA—x 0 A ] 0
=R A AP=a 0 | A3 0 0 |~[0 -2 0
L 0 0 A? 0 0 A 0 0 Al
[ 0 0
~ 0 a2 0 = N{¥)
|0 0 At -2
A=2 =1 -1
16.3. Reduce 4(3)=| -2 Ai-3 =2 | to normal form.
— -1 r=2
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The greatest common divisor of the elements of 4()) is 1. We use K5 followed by Ki{—1) and then proceed
to clear the first row and column to obtain

1 -1 A=2 1 0 0 i g
AR~ 2 a-3 -2 |~|0o r-1 2-22 |=
0 B
2—x -1 -1 0 1—4 A2—d4r+4
The greatest common divisor of the elements of B(A)is A — 1; then
1 0 0 1 0 0
AR~ 10 A—1 2—2x ~10 A-—1 0 = N{})
0 1—x A —4r+3 [0 0 A—6r+5

A+2 0 41 A+3 T

16.4. Write A()) = A A —332 + 4 | as a polynomial in A and compute 4(—2), Az(C)
A +20 AT+ 37+ 5

1 0 2
and A;(C)when C = | =1 -1 —4
-1 0 -2

We obtain

and

-1 0 =2
Since C*=1| 4 1 10|, we have
1 0 2
[0 0 0] -1 0 =27 (1 1 1 1 0 27 2 1 37 M1 o -1
Ay=|0 0 —3|| 4 w{+|1 1 1)1 1 4/+|looo|=]|-4 1 10
i s/l 1o 2] [215][-1 0 2] | 1 L2 o 4
-1 0 -2 ¢ 0 0] 1 0] 2 1 1 17 2 37 B 2
A{(CYy= 4 1 10 60 0 -3|+[-1 -1 —4 1 1 1(4+]0 0 0= 0]
1o 2 3] v o0 2]l2 1 5] oo o] |3 o1 -5

16.5. Given
M A 220+
AQ) =
=2 +1 223 —32 =2
R R
and B() = ;
M 4A 23741
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find Q1(x), Ri(A); Qa(h), Rp(i) such that

(@) AQ) = O1(0) - BO) + Ry(x) and  (B) A(L) = B(O) - 02(0) + Ra().

We have

AQ) =

BO) =

B

(@) A(x)— 44B, - 37 -

C(W)— C3B, -A-
D(X) — D1B,

and

(B) AW — B(L) - By A0t =
E(G)— B(\)- B, Esh =

F())— B(A\) B F, =

and

020 = By H(44d? + By + F5) = [

17 11 302 11 0 1
)\.4+ 134» }_24» e
0 | 1 2 0 -3 2.0 1 -2
17 0 —1 1 0
AT+ At
2 | 1 0 0 1
17 2 1
and By l=
2] -1 1

1 2 7 32 11 0 1
B(l)—[ }134{ }124{ i|l+|: }_C(D
1 2 0 -3 2 0 | 2
P 1 2 22 1 0] 5 4] 1 e

(A) = - + o + - (1)

CBOY = 0= Ry(%)

O1(A) = (4437 + C3A + DBy ' = [Alz ijﬂ
oo oo L1 0 1

i|}k3+|: i|,\2+|: i|}k+|: i|_E(A)
A+ SR E — P

[0 -2 -1 0 | —3

) 1} |:0 1} |: 0 11}

o B = Ro(A)
L~k = 1 0 el —o

22240 2242
I E gy NP2

]

16.6. Find the characteristic roots and associated characteristic vectors of

The characteristic polynomial of 4 is

7 -2 =2
A= =2 1 4 | over R.
-2 4 1
%=7 2 2
W—d4T = 2 r—-1 —4 |=13—9x2—95+81;
2 —4  a-1
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the characteristic roots are Ay = 9, Az = 3, A3 = —3; and the system of linear equations {7) is

(}\. = 7))61 +2X2 + 2%3 =0

(CI) 2)(31 4 ()\. — 1))62 — 4X3 =0
2)(31 = 4)(?2 —+ (l = I)X3 =0
Biry 2% =

xiF2x3 = .
associated with A; = 9 is the one-dimensional vector space spanned by & = (2, —1, —1).

When A = A1 =9, (@) reduces to { 8 having x; = 2, x» = —1,x3 = —1 as a solution. Thus,

X1 —x3 =0 . .
L 3 having x3=1,x; =1,x3 =1 as a solution. Thus,
X3 —x3 =20 .

associated with A2 = 3 is the one-dimensional vector space spanned by & = (1,1, 1).

When A =i =3, (¢) reduces to {

When A = Ay = —3, (a) reduces to { g =) having x; =0,x; = 1, x3 = —1 as a solution. Thus,
X2 B X3 = 0] s
associated with &; = —3 is the one-dimensional vector space spanned by £ = (0, 1, —1).

16.7. Find the characteristic roots and associated characteristic vectors of
[ 0 -2 —2—‘
—1

A= 1 2 | over R.
-1 -1 2

The characteristic polynomial of A4 is

P 1
BI—AT| =12 A=1 1 |=x3-324+4
2 =3 B

the characteristic roots are A; = —1, Ay = 2, A3 = 2; and the system of linear equations (7) is
}\xl + X3 + X3 = 0
(a) 2%1 + (}\. — 1))62 + X3 = 0

Il
=

2x1 — 2x2 + (L — D)xs

x1—x =20
x3 =0 .

associated with &, = —1 is the one-dimensional vector space spanned by £ =(1,1,0).

S having x; =1, x = 1,x3 = —3 as a solution. Thus,

X1 —x3 =0 .

associated with A; = 2 is the one-dimensional vector space spanned by & = (1,1, —3).

When A =41 = —1, {@) reduces to having x; =1,x; =1,x =0 as a solution. Thus,

When A =A; =2, (@) reduces to {

Note that here a vector space of dimension one is associated with the double root A, = 2, whereas in
Example 7 a vector space of dimension two was associated with the double root.

16.8. Prove: If Ay, 51; Aa, 52 are distinct characteristic roots and associated characteristic vectors of
A, then g, and g, are linearly independent.

Suppose, on the contrary, that g?l and 52 are linearly dependent; then there exist scalars ¢ and a;, not both
zero, such that

8] £I1§1 + azgz =0
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Multiplying (i) on the right by 4 and using gz—A = xig%, we have
() @54 +m5A = ahE + ahd =0

Now () and (i) hold if and only if = (0. But then A; = A;, a contradiction; hence, El and g?z are

linearly independent.

‘ Al Ag
16.9. Prove: Two similar matrices have the same characteristic roots.
Let 4 and B = PA4P~1 be the similar matrices; then

WM—B=M—PAP = PaIPt — PapP7 = PO — P

and

Al —B| = |PGOT — AP = |P| - [A] — A|- [P = AT — A

Now A and B, having the same characteristic polynomial, must have the same characteristic roots.

16.10. Prove: If §l is a characteristic vector associated with the characteristic root A; of B = PAP™!,
then gi = i;iP is a characteristic vector associated with the same characteristic root A; of A.

By hypothesis, gi—B = JLZ—;— and BP = (PAP 1P = P4. Then ;—A = gi—PA = gz—BP = )Lz—gi—P — JLZ—& and g“z— isa
characteristic vector associated with the characteristic root A; of 4.

16.11. Prove: The characteristic roots of a real symiumetric n#-square matrix are real.

Let A be any real symmetric matrix and suppose z -+ ik is a complex characteristic root. Now (A +ik)f — 4
is singular as also is

B=[(h+ i) — A] - [(h— i) — 4] = (> + kD — 2hA + 4> = (b — 4> + KT

Since B is real and singular, there exists a real non-zero vector Esuch that EB = 0 and, hence,
EBET = S — AV + K DET = (5T — WAL — A)TET) + KPEE"
=i +RE-E=0

where 7 = &#iI — 4). Now 7 - 7 = 0 while, since £ is real and non-zero, & - £ > 0. Hence, k = 0 and 4 has only
real characteristic roots.

16.12. Prove: If Ay, 51; Aa, 52 are distinct charactgristic roots and associated characteristic vectors of an
n-square real symmetric matrix 4, then & and & are mutually orthogonal.

By hypothesis, §1A = A1§1 and §2A — Azé. Then
- =T - = T - =T = =T
g1dEy =hifis and £dE = hobhé
and, taking transposes,
- =T - = T - =1 = =T
g8 =hibd and £14E = habbh

I o 20T a7 . s § o oam
Now £.46 = Ai&8 = o1& and (A — A)&1& = 0. Since A — Ay # 0, it follows that £1& =& -& =10

and 51 and §2 are mutually orthogonal.
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16.13. (a) Show that & — (2, 1, 3) and E: (1,1, —=1) are mutually orthogonal.
(b) Find a vector ¥ which is orthogonal to each.
{(¢) Use &, 8, ¥ to form an orthogonal matrix S such that |S| = 1.

(@) &- f=0:&and § are mutually orthogonal.
() §=axB=(-451).

() Take 31 =3&/Idl=2/V18, 1/VT43/N18), o = B/IBl = (1//3,1//3, —1/4/3) and By = $/17] =
(—4/+/82,5/+/42, 1/+/42). Then

o1 1 2/¥14 1414 3/4/14
pl=1 and S=| 5 | =| 1/4/3 13 =1/43
s B3 —4/382 5132 1482

16.14. Identify the quadric surface

I — 2 — 2% —dxy — 8xz —12yz—8x — 16y — 3z —31 =0

3 2 —4
For the matrix E= | -2 -2 —& | of terms of degree two, take
—4 -6 -1

3,42/3,—2/3,1/3): 6,(2/3, 173, —2/3): —9,{1/3,2/3,2/3)

2/3 —2/3  1/3
as characteristic roots and associated unit vectors. Then, with S= | 2/3 1/3 —2/3 |,
/3 2/3  2/3

v P T S 0 e S 0
X:(x=y=z,u):(x,y=2,u)[0 I]ZX[O 1}

reduces
3 -2 -4 -4
_ . | -2 -2 -6 =8| _
T FX =X el
-4 -6 -1 -17
-4 -8 -—-17 -31
2/3 —2/3  1/3 0 3 -3 3 -4 2/3  2/3 1/3 0
2313 —2/3 0 2 -2 —& % ~2/3  1/3 2/3 0|_.
o X’ . X
1/3 2/3 2/3 0 -4 -6 -1 -17 /3 =2/3 2/3 0

0 0 01 —4 —8 —17 =31 0 0 01
30 0 —37/x
06 0 61| v

=(x'. v, 2, =3x"2 46y 2 — 92’ —6x't/ 4+ 12y’ — 362w — 31wt =0
00 -9 —18||~#

-3 6 —-18 =31 W

the associate of

3 4607 — 9% —6x +12Y — 367 — 31 =3 — D460/ + 1 9 2 —4=0
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16.15.

16.16.

Under the translation

X = x -1
¥ o= y+l
g = FF2

this becomes 32”2 +6y”2 — 9272 = 4; the surface is a hyperboloid of one sheet.

Using {x, v,z) = (¥, ¥/, Z)S and the equations of the translation, it follows readily that, in terms of the
original coordinate system, the new origin has coordinates (—2/3, —7/3, —1/3) and the new axes have the
directions of the characteristic nnit vectors (2/3, —2/3,1/3),(2/3,1/3, —2/3),(1/3,2/3,2/3).

Supplementary Problems

AM4a A+l R

Given 4(1) = w v and B{L) = +  find
M+2 0 a A=1 A

2214 a 12+21+1}

(@) A+ BA) = [12 e 2

)
(b)A(A)B(x)—[ﬂ);H }‘0“}

BAL L2 ] QAL EDIEEL
() A(A)-B(A)—[

M3 M A3+

A4 2a3 ko 2% 2l
225 A I -1

(d) B(X) - AQL) = [

In each of the following find O1(L), Ri(A); Q2(A), Ro(A), where Ri{(A) and R;(A) are either 0 or of degree less
than that of B()), such that A(X) = Q1{x) - B{A) + Ry(}) and A(L) = B(L) - Q:(4) + R.{}).
(Q)A(l)f'xtthrzxfz M1 CBOY = Myl a

O I R R S

[ 22+ 2a 232 , [x A
(©) 4R) = [ AP FA+2 AP 4+2 -1 BR=11

PSS S S SV RN [ra-2 3
@A =1" 52 wrarer3 [TV 10 ass

[ A3 =22+ A+ 4 232+ A4dn =2
(d) A(K) = 22 M2 -1 422241 |
3 —dn—1 K4a W22 +2

[%—1 I 0
B)=| -1 A+l 3

| 2 0 A-2
[ a3 a2_3 2+1 4i-1

__2 a1 2% 0

, e O

® o= 1], 1()*[1 _1]

[A4+2 A-—1

Oa(A) = " l+1]; R()=0
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a2 a=11 B
© Q@)—_Hl FH}, Ri()=0

A2—2 A1 8 -7
A) = ? Rofh) =
e A2+A+4i| 23) [11 78i|

[ a2 A A3 -2 0 4“
(@) W= r+1 22+1 A 3 )= 2 -3 2
| A—=2 -1 lz,lj L—z 3 3J
[ A% A+2 A+4 6 2 4
Q)= | r-2 > Ar-=2; Rymy=| 8 -2 7
A—2 A+l A? -5 -2 —6

16.17. Reduce each of the following to its normal form:

rx 25 2h—1 [ 52 0 0
(@) | 22+20 2224+3% 222+21-1 (d) 0 2+1 0
LA —2% 37 —40 4P -50+2 L0 0 x+1
3% 1 A5 A =32 (h—1 3 -2 7
(b) A—1 ar4+1 -2 (e) -2 a+1 0
| A2 A AR =a2+1 | 3 1 a4+2]
=i At A2 (A—2 2 3 7]
() =i Aer—1 A2 -1 (f) -3 A+3 4
|22+ +1 =27 -23—-1 —32-3p-2 | 2 0 A+l
Ans.
rl 0 o0 10 0
@ [0 A 0} (d) 0 A+l 0 }
L0 0 A% L0 0 a4l
10 0 rl o 0
B |0 ra+1 0 } {e) 0 1 0 }
L0 0 A+1 L0 0 A34+222+ 114420
100 rlo0 0
(& |0 1 0} (Y |o 1 0 }
L0 0 1 L0 0 A +222—50-2

16.18. Find the characteristic roots and associated characteristic vectors of each of the following matrices 4 over R.

], = 3 1 2 0 -1 1 =1 0
(@) [_5 4} {0 [_1 1} () (1) _? _3 (2) _; ? _1

O | 4] @ |5 5] o :
4
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Ans.
{a)y 6,{k, —k); —1,(5k,2k) (&) 1,k —k —Fky2 2k, —k 0);3,{k —k k)
by 0,(4k k) 6,(2k, —k) (fy —1,(k,21,—k—D;8, 2k, k,2k)
() 2,(k.k) (2) 1,03k 2k, ky; 2,(k, 3k, k), —1,(k,0, %)

(d) 0,2k k); 5,(k, —2k)
where &k 2£ 0 and 7 £ (.

16.19. For an n-square matrix 4, show

(a) the constant term of its characteristic polynomial is (—1)"|4],
(b) the product of its characteristic roots is | 4],
(¢) one or more of its characteristic roots is 0 if and only if |4] = 0.

Prove: The characteristic polynomial of an n-square matrix 4 is the product of the invariant factors
of AT — 4.

Hint. From P(X) - (M — A) - SO = diag (f1(0), /oA, - .-, fu(2)) obtain

16.20.

[P - [SEA)] - p(h) = fild) - folA) - - - - Juld)

with |P(A)| - 1S = L.

16.21. For each of the following real symmetric matrices 4, find a proper orthogonal matrix § such
that S4S~! is diagonal.
5 B i & P & =3 —35 & B = =%
{a) [ ] ) [ _} (e) -2 8 2| s |-1 2 0
= =l —& = R -1 0 2]
i 4 r 2 -5 07 4 -2 47
& [ *} (d) [ } ) |-5 -1 3| & |2 1 =2
3 4 2 4 L 0 3 —6 | | 4 2 4
Ans
(a) 25 LS {e) 1?@ 4/3\/3 113£1
€ =
—1//5 243 / / J
E 1/3 2/3
(3/VI0 —1/3/10] ST A2 i ]
(b UG 35T () | 1/v/14 0 2414 —3/4/14
) § RV VVE R VAVE]
Pl T 2/v6  —1/4/6 —1/\/6}
i 2/4/13 3/4/13 @ ¢ 12 —l2
- - R ENER YV E R VEVE
LS 20 roo2/3 —1/3 2/3
(d) 2/J§ 1/q/5} ay | 142 0 —1/42
L2/ / L 1/342 47342 17342
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16.22. Tdentify the following conics:
(@) x> + 24xy + 113% + 16x + 42y + 15=0
(0) 9x% — 12xy + 47 + 8/ 13x + 12413y 4+ 52 =10
(&) 3x% + 2xy + 337 + 4 2x + 1242y — 4 =0
Ans. (a) Hyperbola, (5) Parabola, {(¢) Ellipse

16.23. Tdentify the following quadric surfaces:
(@) 3x2 + 8y + 322 —dxy —dxz —dyz—4x—2y—4dz+12 =10
(6) 2x% — y* — 622 — 10xy + 6yz +50x — Ty + 42z + 107 =0
(4 + VP + 22 —day —dxz+ 23z — 6y +6z+2=10
{d) 2xy+2xz+2pz+1=10
Ans. (a) Elliptic paraboloid, (&) Hyperboloid of two sheets, (¢) Parabolic cylinder

16.24. Let 4 have &y, &g, ..., A, as characteristic roofs and let S be such that
S-4-St=diaglh, Ay, .. k) =D

Show that S47 § 1 = D when § = §7!. Thus any matrix 4 similar to a diagonal matrix is similar to
its transpose 47,

16.25. Prove: If O is orthonormal, then 07 = O~ L.
16.26. Prove: Every real 2-square matrix 4 for which |4| < (0 is similar to a diagonal matrix.

16.27. Prove by direct substitution that 4 = [j 2,] is a zero of its characteristic polynomial.

b

16.28. Under what conditions will the real matrix 4 — [i )¢

] have

{a) equal characteristic roots,
{b) the characteristic roots +1.



Linear Algebras

INTRODUCTION

This chapter gives a very brief introduction to linear algebra over a field. It discusses the properties of a
linear algebra, and the isomorphic relationship of a linear algebra to a subalgebra.

17.1 LINEAR ALGEBRA

DEFINITION 17.1: A set £ having binary operations of addition and multiplication, together with
scalar multiplication by elements of a field F, is called a linear algebra over F provided

(i) Under addition and scalar multiplication, £ is a vector space L{F) over F.
(i) Multiplication is associative.
(fif) Multiplication is both left and right distributive relative to addition.
(7v) L has a multiplicative identity (unity) element.
(v) (ka)p=akpf)=lkia -B)foralla, 8¢ Land ke F.

EXAMPLE 1.

{a) The field C of complex numbers is a linear algebra of dimension (order) 2 over the field [ of real numbers since
{see Chapter 14) C(R) is a vector space of dimension 2 and satisfies the postulates (i)

(&) In general, if £ is any field having F as a subfield, then £(F)is a linear algebra over F.

EXAMPLE 2. Clearly, the algebra of all linear transformations of the vector space V,{(F) is a linear algebra of
order n®. Hence, the isomorphic algebra M, {F) of all n-square matrices over F is also a linear algebra.

17.2 AN ISOMORPHISM

The linear algebra of Example 2 plays a role here similar to that of the symmetric group S, in group
theory. In Chapter 9 it was shown that every abstract group of order # is isomorphic to a subgroup of .S,
We shall now show that every linear algebra of order » over F is isomorphic to some subalgebra of
M,(F). (See Section 15.3 for an explanation of subalgebra.)

Let £ be a linear algebra of order n over F having {x1, xz, x3,..., X} as basis. With each o < £,
associate the mapping

T, :xT, =x-a, xc L

269
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By (iii),
xTp+yTy=x-a+y-a=x+a=x+1T,
and by (v),
(kxX)T, = (kx)a = k(x - @) = k(xT,)

forany x, t € £ and k € F. Hence, T, is a linear transformation of the vector space £(F). Moreover, the
linear transformations 7, and T associated with the distinct elements « and g of £ are distinct. For, if
o # B, the u -« # u- B, where u is the unity of £ implies T, # Tj.
Now, by (iii) and (v),
T +xTg=x-au+x - B=x(e+ B =xTuys
(xT)Tg=(x-w)f=x{e-B) =xTus
and

(kx)T, = (kx)o = k(x - 0) = x - kot = xTy

Thus, the mapping o — T}, is an isomorphism of £ onto a subalgebra of the algebra of all linear
transformations of the vector space L£(F). Since this, in turn, is isomorphic to a subalgebra of M, (F), we
have proved

Theorem I.  Every linear algebra of order » over JF is isomorphic to a subalgebra of M,(F).

EXAMPLE 3. Consider the linear algebra Q[v2] of order 3 with basis (1,2, +4). For any element
a= a1 4 w2 + 0394 of Q[Y2], we have
l-a=al +av2 + a4
’\3/5'(1226131 +a1~3/§+a2~3/1
Va.q= 2ax1 +2a3~3/§+ alfﬁ

Then the mapping

f43) (15 a3
al+emv2+avd— | 20y a4y @

ZCIQ 2£I3 (43

ros ¢
is an isomorphism of the linear algebra @[+/2] onto the algebra of all matrices of M,{(@) of the form |:2£ ¥ .s} .
28 2t r

See also Problem 17.1.

Solved Problems

17.1 Show that £ = {a; - 1 + @z + a3 : @; € R} with multiplication defined such that 1 is the unity,
0=0-1+0.-a+0-8is the additive identity, and

o B cla B
(a) ala B and @) wla O
B0 0 B0 0

are linear algebras over R.
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We may simply verify in each case that the postulates {/){v) are satisfied. Instead, we prefer to show thatin
each case £ is isomorphic to a certain subalgebra of M3(R).

{a) Forany a =ay -1+ ma + az8, we have

l-a=al ma+ap
aa=(a + aa + &
Brao=ap

Hence, £ is isomorphic to the algebra of all matrices M3(R) of the form

(6) Forany a=a -1+ ma+ a38, we have

l-a = mltma+ap
¢-a = {o+aa
B-a = mf

Hence, £ is isomorphic to the algebra of all matrices M5(R) of the form

[#4] g 3
0 a + dan 0
1] 0] fas)

Supplementary Problems

17.2. Verify that each of the following, with addition and multiplication defined as on R, is a linear algebra over Q).

(@) Q3] ={al +b/3:0a,bcq)
(B) L={al + b3 eSS+ dV15:a,b,0,d € W)

17.3. Show that the linear algebra £ = Q[+/1], where t € N is not a perfect square, is isomorphic to the algebra of

all matrices of M>(Q) of the form [;} §i|

17.4. Show that the linear algebra C over R is isomorphic to the algebra of all matrices of M7(IR) of the form
a b
—b al

17.5. Show that each of the following is a linear algebra over B. Obtain the set of matrices isomorphic to each.

(@) L£={al+ba+ece®: ab ccR), where G = {w, «’, &’ = 1} is the cyclic group of order 3.
(b)) L£={ml+ mx+ azy: o B}, with multiplication defined so that 1 is theunity, 0 =0-14+0¢- x4+ G-y

X
is the additive identity, and x| 1 y.

yly O
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() Q={a; +ayi+ asj+ ayk : a; € B} with multiplication table

Ans. (a) |:

[23} 45 a3 14

4@ 4 a3 —ay @ —q @ —‘
B | a2 m 3 | = v
0 0 (a1 —+ clz) a3 a4 & ta

—4 —i az i

o B
SR O
[ S

il-1 k -

[CHAP. 17



CHAPTER 18

Boolean Algebras

INTRODUCTION

Boolean algebras, named after the English mathematician George Boole (1815 1864), have widespread
applications in both pure and applied mathematics. In this chapter, vou will be given a brief introduction
to this subject, where the applications will be in the area of electrical networks.

18.1 BOOLEAN ALGEBRA

DEFINITION 18.1: A set B, on which binary operations U and N are defined, is called a Boolean
algebra, provided the following postulates held:

(7} U and N are commutative.
(ii) B contains an identity element 0 with respect to U and an identity element 1 with respect to M.
(¢if) Each operation is distributive with respect to the other, ie.,
for all a.b,c ¢ B

aldnea=@Jdb)Nnialc)

and andUcg =@nb U(anc)
(iv) For each a € B there exists an @’ € B such that
ala’ =1 and ana =0

The more familiar symbols + and - are frequently used here instead of U and M. We use the latter
since if the empty set @ be now denoted by 0 and the universal set {/ be now denoted by 1, it is clear that
the identities 1.9 1.9, 1.4 1.4, 1.10 1.10°, 1.7 1.7, proved valid in Chapter 1 for the algebra of all
subsets of a given set, are precisely the postulates (i) (iv) for a Boolean algebra. Our first task then will
be to prove, without recourse to subsets of a given set, that the identities 1.1, 1.2 1.2/, 1.5 1.5, 1.6 1.&,
1.8 1.8, 1.11 1.11" of Chapter 1 are also valid for any Boolean algebra, that is, that these identities are
consequences of the postulates (7) (iv). It will be noted that there is complete symmetry in the postulates
with respect to the operations U and N and also in the identities of (iv). Hence, there follows for any
Boolean algebra the
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Principle of Duality. Any theorem deducible from the postulates (i) (iv) of a Boolean algebra remains
valid when the operation symbols U and M and the identity elements 0 and 1 are interchanged
throughout.

As a consequence of the duality principle, it is necessary to prove only one of each pair of dual

statements.

EXAMPLE 1. Prove: For every a € B,

ala=a and afNa=a (N

(See 1.6-1.6', Chapter 1))
Using in turn (i), (iv), (@), {iv), (ii):

alda=(@Uanl=(a@Uan{aUa)=(aUana’)=aUl=a

EXAMPLE 2. Foreveryae B,

all =1 and and=0 (2

(See 1.5-1.5, Chapter 1.)
Using in turn (Z5), {v), (i), (i), (iv):

an0=0U{an ={a@nd)U{anBD=an{@Ud =and =0

EXAMPLE 3. Foreverva, b c B,

aldf{anb)=a and an{aUb)=a )]
Using in turn (i), (i), (2), (i):
aUfanb)=@nDUa@and=an{lUbd)=anl=a

See also Problems 18.1-18.4.

18.2 BOOLEAN FUNCTIONS

lLet B=1{a,b,c,...} be a Boolean algebra. By a constant we shall mean any symbol, as 0 and 1, which
represents a specified element of 15; by a variable we shall mean a symbol which represents an arbitrary
element of B. If in the expression x’ U (y N z) we replace U by + and M by - to obtain x’ + p - z, it seems
natural to call x" and y Mz monomials and the entire expression x' U (y N z) a polynomial.

Any expression as x Jx', a N, [an (U ) U @ NH Nc)consisting of combinations by U and N
of a finite number of elements of a Boolean algebra B will be called a Boolean function. The number of
variables in any function is the number of distinct letters appearing without regard to whether the letter
is primed or unprimed. Thus, x U ¥’ is a function of one variable x while a M &’ is a function of the two
variables a and 5.

In ordinary algebra every integral function of several variables can always be expressed as
a polynomial (including ) but cannot always be expressed as a product of linear factors. In
Boolean algebra, on the contrary, Boolean functions can generally be expressed in polynomial form
(including 00 and 1), i.e., a union of distinct intersections, and in factored form, i.e., an intersection of
distinct unions.
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EXAMPLE 4. Simplify:
(@ xnNUxUINY. @ EUINEny NT, ©{dx' Ny udnixusz)
(a)

N PDUU NN =N NUEUYY UY]=xN U Ny U]

=xNYUEEUINEUYI] =N )UK UyY)INT]
=@ENNUEUY)=E&NHUENY =1

()

[(xUyINENYNaT=EUy)YUltxny Nz
= (X' Ny U[(x Ny Nz),aunion of intersections.
(xUy)nENy Nz = Ny»unynz
=X Ux)NE'uyINnEuanuynniyuyinyusz)
=1 U INEE UINEEUNInpUz)
={xUnN{rUzn{’ Uz n{x Uy, an intersection of nnions.

{ix nyyuzln{xuz)Y =[x Nnyyuzd uxuzy
={xXNynNnYUE N2 =x N7z (by Example 3)

See also Problem 18.5.

Since (see Problem 18.15) there exists a Boolean algebra having only the elements 0 and 1, any
identity may be verified by assigning in all possible ways the values 0 and 1 to the variables.

EXAMPLE 5. To verify the proposed identity (see Example 4{a))

(xNHUEEUYIN =1

we form Table 18-1.

18.3 NORMAL FORMS

The Boolean function in three variables of Example 4(b) when expressed as a union of intersections
{(x' M y) U (x Ny Nz)contains one term in which only two of the variables are present. In the next section
we shall see that there is good reason at times to replace this expression by a less simple one in which
each term present involves all of the variables. Since the variable z is missing in the first term of the above

Table 18-1

X v a=x0Ny x Uy b={xUiyny alp’

o0 = =
(=l
[
—_— O = =
[ R
—_ = =
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expression, we obtain the required form, called the canonical form or the disjunctive normal form of the
given function, as follows

(XNpUEnNy Nz = NynDhUxny Nz
=[(xNYNEzUNUNY NI
= nynaauENyn)uxny nz

See also Problem 18.6.

It is easy to show that the canonical form of a Boolean function in three variables can contain at
most 2% distinct terms. For, if x, p, z are the variables, a term is obtained by selecting x or x', y or ', z or
7 and forming their intersection. In general, the canonical form of a Boolean function in n variables
can contain at most 2" distinct terms. The canonical form containing all of these 2" terms is called
the complete canonical form or complete disjunctive normal form in n variables.

The complete canonical form in » variables is identically 1. This is shown for the case » = 3 in
Problem 18.7, while the general case can be proved by induction. It follows immediately that the
complement /' of a Boolean function ¥ expressed in canonical form is the union of all terms of the
complete canonical form which do not appear in the canonical form of ¥. For example, if

F=xn»uEnpuEny),

then F' = (x N y).
In Problems 18.8 and 18.9, we prove

Theorem I. If, in the complete canonical form in » variables, each variable is assigned arbitrarily the
value 0 and 1, then just one term will have the value 1, while all other terms will have the value 0.

and

Theorem II. Two Boolean functions are equal if and only if their respective canonical forms are
identical, i.e., consist of the same terms.

The Boolean function in three variables of Example 4(b), when expressed as an intersection of
unions in which each union contains all of the variables, is

(xUPNINQUIINE UM UY)
=[(xunUENINHUDUENX)INIE U2 UG NNINIE UY)IUENZ)]
=(xUyUznxUyuinx Uyuznx'uiyuznx'uy us)

This expression is called the dual canonical form or the conjunctive normal form of the function. Note that
it is not the dual of the canonical form of that function.

The dual of each statement concerning the canonical form of a Boolean function is a valid statement
concerning the dual canonical form of that function. (Note that the dual of ‘erm is factor.) The dual
canonical form of a Boolean function m » variables can contain at most 2" distinct factors. The dual
canonical form containing all of these factors is called the complete dual canonical form or the complete
conjunctive normal form in n variables; its value is identically 0. The complement F of a Boolean function
F expressed in dual canonical form is the intersection of all factors of the complete dual canonical form
which do not appear in the dual canonical form of F. Also, we have

Theorem I'. 1f, in the complete dual canonical form in # variables, each variable is assigned arbitrarily
the value 0 or 1, then just one factor will have the value (0 while all other factors will have the value 1,

and

Theorem II'.  Two Boolean functions are equal if and only if their respective dual canonical forms are
identical, i.e., consist of the same factors.
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In the next section we will use these theorems to determine the Boolean function when its values for
all possible assignments of the values (0 and 1 to the variables are given.
18.4 CHANGING THE FORM OF A BOOLEAN FUNCTION

Denote by F(x,y,z) the Boolean function whose values for all possible assignments of 00 or 1 to the
variables is given by Table 18-2.

The proof of Theorem 1 suggests that the terms appearing in the canonical form of F(x,y,z) are
precisely those of the complete canonical form in three variables which have the value | whenever
F{x,y,z) = 1. For example, the first row of the table establishes x M y Mz as a term while the third row
yields x N3’ N z as another. Thus,

Flx,p,z2y = (xNynNaunNy NaUE Ny N2UE NY N
=(xNz)Uix' Ny

Similarly, the factors appearing in the dual canonical form of F(x,y,z) are precisely those of the
complete dual canonical form which have the value 0 whenever F(x,y,z) = 0. We have

Flx,p.z2) =X Uy Uznxuyuinx uyuz)nxuy Uz)
={(x'Uz)nN{xUy)

See Problem 18.10.

If a Boolean function ¥ is given in either the canonical or dual canonical form, the change to the
other form may be readily made by using successively the two rules for finding the complement. The
order in their use is immaterial; however, at times one order will require less computing than the other.

EXAMPLE 6. Find the dual canonical form for
F=xxnynAuxnynauxny n2)uE nynaulx ny nz)

Here

F={xnynaHpu nynayux' nynz)

{the union of all terms of the complete canonical form not appearing in F) and
F=(FY=(xUyU)nxuyuan{xuyus) (by Problem 18.4)

See also Problem 18.11.

Table 18-2

Flx.y.2)

]
=
by

e I B e B = R
[ I e R = R B
o = o O = = O =
—_— O O D = O =
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The procedure for changing from canonical form and vice versa may also be used advantageously in simplifying
cerfain Boolean functions.

Example 7. Simplify F=[(yNnZyUup’' N nx' nyux'nuixny’ nz)
Set Fi=0NAHU{ Nz and B = NyUEnauxnynz).

Then F=xnynA U nyntuxnynau' nynz
= nynauE ny nAyuanynauixny Nz

and F=xUu/uz)nxuyuanxuyuinxuyrUsz

Also FB=Enynauxnyn)UXnynaukxnyn)
F=nynAUuEnynauxny nauxnynz)

and F=xuyU)n{xu/u)nxuyuini'uyusz)

Then F=FnNEkK

=xUyUanxuyu)nxXuyusanx UyuZinx Uy uz)nxuyus)
Now F=xuyunnuyuz
and F=xnynA2)unyn)=xn{ynz2U{(/ Nnz)

18.5 ORDER RELATION IN A BOOLEAN ALGEBRA

Let U ={a.b,cland S = {0, 4, B.C, D, E. F, U} where 4 —{a},. B={b}, C = {¢}. D = {a. b}. E — {a. c},
F = {b,c}. The relation C, defined in Chapter 1, when applied to S satisfies the following laws:
Forany X, ¥Y,Z ¢ S,

(@) YCX

(f) XY C¥Yand YC X, then X =Y.

(¢) WXCYand YCZ, then X C Z.

() X CYand ¥ CZ, then X C{(¥Y N Z).

(&) HXCY, then XY C(YUZ).

(H XCYifandonlyif ¥ C X',

{g) Y CYifand onlyif ¥ UY¥ = Y or the equivalent YN ¥ =4.

The first three laws ensure (see Chapter 2) that C effects a partial ordering in § illustrated by

b F
<
A /

We shall now define the relation € (read, “under”) in any Boolean algebra B by

a C b if and only if @ Ub = b or the equivalent aN ¥ =0
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for every a,b € B. (Note that this is merely a restatement of (g) in terms of the elements of B.) There
follows readily

(m) aCa
(b)) WaCbhand b Ca,thena=25

(cp) WaChand bC e, thena C ¢
so that € defines a partial order in 3. We leave for the reader to prove

(d) IfaChand alc thena S(HMNc)
(e1) It @< bh, thenaC(bUc) forany ce B
(fi) a<bif and only if ¥’ € a’

In Problem 18.12, we prove

Theorem Ill. Forevery a,b € BB, aU b is the least upper bound and a N b is the greatest lower bound of
a and b.

There follows easily

Theorem IV. 0C b C 1, forevery be B.

18.6 ALGEBRA OF ELECTRICAL NETWORKS

The algebra of electrical networks is an interesting and highly important example of the Boolean algebra
(see Problem 18.15) of the two elements 0 and 1. The discussion here will be limited to the simplest kind
of networks, that is, a network consisting only of switches. The simplest such network consists of a wire
containing a single switch :

—ere————
Fig. 18-2

When the switch is closed so that current flows through the wire, we assign the value 1 to r; when the
switch is open so that no current flows through the wire, we assign the value 0 to ». Also, we shall
assign the value 1 or 0 to any network according as current does or does not flow through it. In this
simple case, the network has value 1 if and only if » has value 1 and the network has value 0 if and only
if 7 has value 0.

Consider now a network consisting of two switches » and s. When connected in series:

—_— e S
Fig. 18-3

it is clear that the network has value 1 if and only if both » and s have value 1, while the network has
value 0 in all other assignments of (0 or 1 to » and s. Hence, this network can be represented by the
function ¥ = F(r,s), which satisfies Table 18-3.

We find easily ¥ = r Ms. When connected in parallel:

—er e—

S i W
Fig. 184
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Table 18-3
i s &
1 1 1
1 0 0]
0 1 0]
0 0 0]
Table 18-4
P 5 F
1 1 1
1 0 1
0 1 1
0 0 0

it 18 clear that the network has value 1 if and only if at least one of » and s has value 1, and the network
has value 0 if and only if both » and s have value 0. This network can be represented by the function
F = F(r.s), which satisfies Table 18-4.
For the various networks consisting of three switches, see Problem 18.13.

Using more switches, various networks of a more complicated nature may be devised; for example,

— S U
—e Fo——

e fe— oV ——

L o 50—

—eswe——
Fig. 18-5

The corresponding function for this network consists of the intersection of three factors:
(FUSINEN (@ UVU W)
So far all switches in a network have been tacitly assumed to act independently of one another. Two or
more switches may, however, be connected so that (@) they open and close simultaneously or (b) the closing
{opening) of one switch will open (close) all of the others. In case («), we shall denote all switches by the

same letter; in case (b), we shall denote some one of the switches by, say, » and all others by #. In this case,
any primed letter has value 0 when the unprimed letter has value 1 and vice versa. Thus, the network

—eFe—eose—efe——

— [ e—

L ——eor'e—

Lo 5 o—

Fig. 18-6
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consists of three pairs of switches: one pair, each of which is denoted by ¢, open and close simultaneously
and two other pairs, denoted by r, 7 and s, ¢, such that in each pair the closing of either switch opens the
other. The corresponding function is basically a union of two terms each involving the three variables.
For the upper wire we have » N’ Nt and for the lower (¢ U s) N #’. Thus, the function corresponding to
the network is

F=(ngnnul(tusin#]

and the table giving the values (closure properties) of the function is

Table 18-5
¥ $ ¢ rns Mt (tUs)ny F
1 1 1 0 0 0
1 1 0 0 0 0
1 0 1 1 0 1
0 1 1 0 1 1
1 0 0 0 0 0
0 1 0 0 1 1
0] i} 1 0] 1 1
0 0 0 0 0 0

It is clear that current will flow through the network only in the following cases: (1) » and ¢ are
closed, s is open; (2) s and 7 are closed, r is open; (3) s is closed, » and ¢ are open; (4) 7 is closed, » and s are
open.

In further analysis of series-parallel networks it will be helpful to know that the algebra of such
networks is truly a Boolean algebra. In terms of a given network, the problem is this: Suppose F' is
the (switching) function associated with the network, and suppose that by means of the laws of
Boolean algebra this function is changed in form to & associated with a different network. Are the two
networks interchangeable; in other words, will they have the same closure properties (table)? To settle
the matter, first consider Tables 18-3 and 18-4 together with their associated networks and functions
M sand » U s, respectively. In the course of forming these tables, we have verified that the postulates (i),
(1), (iv) for a Boolean algebra hold also for network algebra. For the case of postulate (i), consider the
networks

— e g e—— —eae— —8 C o——

L ebe—ace L —a b o— e age—

Fig. 18-7

corresponding to the Boolean identity alU (b N¢) =(a U b) N (aJc). 1t is then clear from the table of
closure properties (see Table 18-6) that the networks are interchangeable.
We leave for the reader to consider the case of the Boolean identity

anUcg=@nbyUlanc

and conclude that network algebra is a Boolean algebra.
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Table 18-6
a b e al{bne) {(cUb)nia\Je)
1 1 1 1 1
1 1 0 1 1
1 0 1 1 1
0 1 1 1 1
1 0 0 1 1
0 1 0 0 0
0 0 1 0 0
0 0 0 0 0

18.7 SIMPLIFICATION OF NETWORKS

Suppose now that the first three and last columns of Table 18-5 are given and we are asked to devise a
network having the given closure properties. Using the rows in which F = 1, we obtain

FrnsnOU@EnsnHUEnsnHUENSN) =FNHUE N

Since this is not the function (network) from which the table was originally computed, the network of
Fig. 18-6 1s unnecessarily complex and can be replaced by the simpler network, shown in Fig. 18-8.

{ re—es }
Se—at
Fig. 18-8

Note. The fact that one of the switches of Fig. 18-8 is denoted by ¥ when there is no switch denoted by »
has no significance here. If the reader has any doubt about this, interchange » and #' in Fig. 18-6 and
obtain F = (» N s) U (s" M ¢) with diagram

se—eat

Fig. 18-9

See Problem 18.14.

Solved Problems

18.1. Prove: U and N are associative, i.e., for every a,b,c € B
(aUb)Uc=aqU(bUg) and (and)nNc)=an(dnNc) 4
(See 1.8 1.8, Chapter 1.)
Tet x=(anb)neand y=an (bnc). We are to prove x = y. Now, using (#) and (3),
aUx=aU{lanb&)ne=[aU{en B Nialc)

=an{aUe)=a=alUlan{bNe)]=aly
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and
dUx=dUllansne =" Uanbn{dUe)=[a' Va)N{e" UE]N{a Uc)
=[ln{a’uBn{a’ V=@’ Ub)n{a’' Ue=a UEne
=@ Uagng’udndl=a Ulan{dEnel=a’ Uy
Hence,

{aUx)N{ad Ux) {(aUy)niad Uy
{anaiUx = f{and)Uy

x =y

We leave for the reader to show that as a consequence parentheses may be inserted in ¢y Uaa U - - -

and a1 Nay N ---Na, at will.

18.2. Prove: For each ¢ € B, the element ¢’ defined in (7v) is unique.
Suppose the contrary, ie., suppose for any a € B there are two elements a’, a” € B such that
ala’ =1 ana =0

and
alUa’ =1 ana’ =0

Then

a =1Na =@uadna =(ana)U{a’ Nna’)

={andyu@’nady=a"NaUa)=d"Nnl1=4"
and a’ is unigue.

18.3. Prove: Forevery a,be B

(@uby =anb and (anby =d UV

283

U ay

&)

(See 1.11 1.11/, Chapter 1.)

Since by Problem 18.2 there exists for every x € B a unigue x’ such that x Ux' = 1 and x M x’ = 0, we need

only verify that

{aubkhu{d nE) [[eUb)UdlNn{aUb) U]

(aUahus niaU(EUE)]

(QuBn@ul=1nl=1

and {we leave it for the reader) (aUb)N{ad N¥)=0.
Using the results of Problem 18.2, it follows readily that

5

(mUaU---Ug) =d1ndan---Nday
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18.4.

18.5.

18.6.

18.7.

18.8.

18.9.
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and
{mNan---Na,) =a 1 Uau---Ud,
Prove: (a) — a for every a € B. (See 1.1, Chapter 1.)

(@) = 1n{dY ={@uad)n{dy =[an(@)Vd n(g)] =[ania)|Uu0

= QU[aN@]=@ndiulan@Y]=an@du{d)]=anl=a

Simplify: [x U (x Uy TN [xU(Q Nz

U UWINEUG NZY]=xUnDNxUpU)]=xnxU(yuz)] =x

Obtain the canonical form of [x U (x' UpY | N[xU G/ NZY].
Using the identity of Problem 18.5,

[xUUYNExU NZY]=x xM{puUyIN{zuz)

xNyNz2aUNynNnaUxnynNnzHUxny Nz

Prove: The complete canonical form in three variables is identically 1.

First, we show that the complete canonical form in two varables:

[(xNUExNYNUIE NyU Ny
[xNpUUL N Uy
xUXINGu)=1nl=1

ENYUENHIVE NYUE NY)

Then the canonical form in three variables:

[(xNnynaUxNyNZNU[xNy Nz2)UxNy Nz
UXNnynaUx nynZUx Ny nz) U ny n
=[(xN»UxMmHUE NyuUE N INEzUuH=1n1=1

Prove: If, in the complete canonical form in # variables, each variable is assigned arbitrarily the
value 0 or 1, then just one term will have the value 1, while all others will have the value 0.

Let the values be assigned to the variables xi,xa, . .., x,. The term whose value is 1 contains x; if x; has the
value 1 assigned or x’; if x; has the value 0 assigned, x; if x; has the value 1 or x'; if x; has the valne 0,. . ., x;,
if x, has the value 1 or x’, if x,, has the value 0. Every other term of the complete canonical form will then
have 0 as at least one factor and, hence, has 0 as vale.

Prove: Two Boolean functions are equal if and only if their respective canonical forms are
identical, i.e., consist of the same terms.

Clearly, two functions are equal if their canonical forms consist of the same terms. Conversely, if the two
functions are equal, they must have the same value for each of the 27 possible assignments of 0 or 1 to the
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variables. Moreover, each of the 2" assignments for which the function has the value 1 determines a term of
the canonical form of that function. Hence, the two normal forms confain the same terms.

18.10. Find the Boolean function F defined by

Table 18-7

=
=
Iy
y

= -
=~ =T
O - oc o == o =
—_— o = = o= =@

It is clear that the canonical form of F will consist of 5 terms, while the dual canonical form will consist of
3 factors. We use the latter form. Then

F o= XUyuHnxuyuHnxzxuyuz)
= GUHNEEUU = NEUMUZ=(xnNnyHu

18.11. Find the canonical form for F = (x UpUz) N{x' Uy U z).
Here

F=xnymHuxnynz)
{by the identity of Problem 3) and
F=(FY=(xnynauUxnynauxny n2)uE nynau' ny nau nynz)

{the union of all terms of the complete canonical form not appearing in ).

18.12. Prove: Forevery a, b € B, a U b is the least upper bound and a N & is the greatest lower bound of
a and b.

That aU & is an upper bound of @ and 5 follows from
al{aUb)=alb=5bU{a\Ub)
Let ¢ be any other upper bound of ¢ and 4. Then e C ¢ and 5 C ¢ so that aUe =c¢ and bU ¢ = ¢. Now
(aUbh)Uec=aU(bpUc)=alec=c¢

Thus, (¢ U b) C c and alU b is the least upper bound as required.

Similarly, aM b is a lower bound of ¢ and b since

{(enb)Va=a and {(anbHUb=25
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Let ¢ be any other lower bound of o and b. Then ¢ Caand ¢ C b so thateUa=ac and ¢Ub =b. Now
cUlanby={cUanN{cUb=anb
Thus, ¢ € (@¢nb) and a b is the greatest lower bound as required.
18.13. Discuss the possible networks consisting of three switches », g, 7.

There are four cases:

(i) The switches are connected in a series. The diagram is
—ere—0s—8 [ 06—

and the function is rN s 2.

{if) The switches are connected in parallel. The diagram is

e re——

[ ]
T
[ ]

—e t+—

and the fnction is rU sU 2.

{iif) The series-parallel combination
5
’ { }
t

{iv) The series-parallel combination

Lo

with function r M (s U £).

with function r U (s M £).

18.14. If possible, replace the network

by a simpler one.

The Boolean function for the given network is
F=@rnousnFu)nrFusu))
=rnNHU{snNiFuHnNE U

=rnHUlFnsnNal=¢Us)nt
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18.15.

18.16.

18.17.

18.18.

18.19.

18.20.

18.21.

18.22.

18.23.

18.24.

18.25.

18.26.

18.27.

The simpler network is

— 7 —

Supplementary Problems

Y|
Show that the set {0,1} together with the operations as defined in 0
algebra. 1

— O

01
0 0 18 a Boolean
01

Show that the set {a, b, ¢, d} together with the operations defined in

and

2R o oo |
[T SV T T N

U
a
b
¢
d

S - =)
S0 Roo|n
T e S~ R RN

N
a
b
¢
d

BOR RO OR (R
v LB = B = T R
ooon BOR

is a Boolean algebra.

Show that the Boolean algebra of Problem 18.16 is isomorphic to the algebra of all subsets of a set of two
elements.

Why is there no Boolean algebra having just three distinet elements?

Let S be a subset of N, and for any 4,5 € § define aU b and a M b to be, respectively, the least common
multiple and greatest common divisor of a and 5. Show

(¢) Bis a Boolean algebra when S ={1,2,3,6,7,14,21,42).
(b) Bis not a Boolean algebra when S ={1,2,3,4,6,8,12,24}.

Show that aU{and) = an (aV k) withont using Example 3. State the dual of the identity and prove it.
Prove: For every a, b € 55, aU{(a' N &) = a U b. State the dual and prove it.

Obtain the identities of Example 1 by taking & = a in the identities of Problem 18.21.

Obtain as in Problem 18.22 the identities of Example 2.

Prave: " =1 and 1’ = 0. {See 1.2-1.2', Chapter 1))
Hint. Take a = 0 and 5 = 1 in the identity of Problem 18.21.
Prove: (anF)U BN a)={aUb)n{a Ub). Write the dnal.

Prove: (aUB) NV NcUa)y={anb)UBNe)U{ena). What is the dual?

Prove: IfgUx=%4Uxand aUx’' = U X', then a = b.

Hint. Consider (aUx)N{aUx)=HU )N HUX).
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18.28. State the dual of Problem 18.27 and prove it.
18.29. Prove:Ifanb=ancand aUb=alec forany a,b,ce B, then b = c.

18.30. Simplify:

() (aUbNaNE (e) (¥ NnyYuzln(xuyy
By (anbnagud ud ud () {audyn{@Uubd)niad Ub)
(&) LanH)U e e’ U] (&) [[aUb)Nic U UBEN{d U

{(d) [au{ nBHN[EUENC]

Ans. @0, (&) L, () (@and)Ue, ) b, {e)x Ny, (Hadnb,{gaUb
18.31. Prove:

(aUub)n(@ Ue)=(dnb)Ulanc)Jdne)
=(a@Ubn{duUen®uc)=@ncl@nhd)

18.32. Find, by inspection, the complement of each of the following in two ways:

(@) (xNpUxN¥) (o) (xUy uzyNxUpuzinixuy Uz
Oy (xny NnzaauUx' NNz (d) (xUyUz)nNx'uUyUz)

18.33. Express each of the following in both canonical form and dual canonical form in three variables:

)y XUy, @& EnyHyux'ny), © &Uuynx'uz), & xnz, {& xn(/Uz)
Partial Ans.

() xnynauxny NZ2yuE nynaau Ny naux nyn2HuE ny nz)

&) xUyUuz)nxUyuzInx'uy uznx uy uz)

(&) xnynZYUExNY N UE NyNzy)UE Nynz)

() xUuyUuzynxuyunxuyuZ)INxxuyuinxuyuznix’uyusz)

(&) (xUyvUNExUy Uz NxUpU)nxuyuzinx'uyuz)

18.34. Express each of the following in both canocnical and dual canonical form in the minimum number of
variables:

(@) xU{x"Ny) (d) (xNyN2)V[xVU)N(xUz)]

B [xNnpuUxn{yuz] (&) (xUnnNxuZinx'uy)nixuz)
(&) (xUpyU)N[{xNnyux Nz )y nyyuxnzHiuix' nz)

Partial Ans.
(@) (xM U xN IV Ny {(d) xUvUINxUyU)NxUy Uz
() (xUy)N(xUy) (&) (xNy N2AUK' Nynz)

&) xNnvNaoUxnynNz2)ux nynzyux' Ny Nz (F) (xUyUzNE'UyUuz)nxuyusz
18.35. Write the term of the complete canonical form in x,y, z having the value 1 when:

() x=z=0,y=1; B x=y=1,2z=0; (6)x=4y=z=1
Ans. (o) x’nynzZ, b)) xnynz
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18.36.

18.37.

18.38.

Write the term of complete canonical form in x, v, z, w having the value 1 when:

(@) x=yv=lLz=w=0 B x=y=w=0z=1;, (cJx=Gy=z=w=1.

Ans. (o) xnynzZnw, (& xNynznw
Write the factor of the complete dual canonical form in x, v, z having the value 0 when:

(@) x=z=0y=1: B F=9y=1, 7=0 & =0, y=z=1.
Ans. {o) xUy Uz, (b)) XUy Uz

Write the factor of the complete dual canonical form in x, y, z, w having the value O when:

(@) x=y=1, z=w=0, B x=y=w=0z=1;, {x=0y=z=w=1.
Ans. (@) X Uy UzUw, (o) xUyuZuw
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18.39. Write the function in three variables whose value is 1
(a) if and only if two of the variables are 1 and the other is 0,
(b) if and only if more than one variable is 1.
Ans. (o) (xNnyNA)UENyYy NaUE Nynz, (&) xNnpun)uUynz
18.40. Write the function in three variables whose value is ¢
(a) if and only if two of the variables is 0 and the otheris 1,
() if and only if more than one of the variables is 0.
Ans.  The duals in Problem 18.39.
18.41. Obtain in simplest form the Boolean functions Fy, Fy, ..., Fy defined as follows:
X ¥y z F] FZ F3 F4 Fj F6 F7 Fg
1 1 1 0 1 0 1 1 1 0 1
1 1 0 1 0 1 0 0 0 0 0
1 0 1 0 1 1 1 1 1 1 1
0 1 1 0 1 1 1 0 0 0 1
1 0 0 1 0 0 0 1 0 1 0
0 1 0 0 1 1 1 0 0 0 0
0 0 1 0 1 1 1 1 1 1 1
0 0 0 1 1 1 0 0 1 1 0
Ans. Fi=xUy)InZ, HE=xuUynuyvn), Fs=xU)nyuxnz], =y
18.42. Show that #7 and Fz of Problem 18.41 can be found by inspection.
18.43. Prove:
(dy) TaChanda Cc, then a C (BN e).
(e1) e Cbthen a C{bYU ) forany c € B.
(fiaChifandonlyit ¥ C o'
18.44. Prove: If a,b € B such that ¢ C 4 then, forany ce B, aU{EN ) =56N{alU o).
18.45. Prove: Forevery b B, 0C b C 1.
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18.46.

18.47.

18.48.

18.49.

13.50.

18.51.

18.52.

BOOLEAN ALGEBRAS [CHAP. 18

Construct a diagram similar to fig. 18-1 for the Boolean algebra of all subsets of B = {a, b, ¢, d}.

Diagram the networks represented by ¢ U (¢’ M b) and aU b and show by tables that they have the same
closure properties.

Diagram the networks () (aUsNa NE and () (anbnaU{d UEF U ). Constrict tables of closure
properties for each. What do vou conclude?

Diagram each of the following networks

@ @ubHN@ubn(@uld) (@) [laUb)NncUMUEN (@ U]
(i) (anb)Ulcn(ad W) vy (anbneayUa Wb U

Using the results obtained in Problem 30, diagram the simpler network for each.
—ea a' a'
) — H H ::|—;—oa'o—ob'o—
L e b b b
—ege—— ek se—ebe—
@ — & ;
e { L v
»

Diagram each of the networks (r Us) N (¥ Us) and (rNs)U (¥ Ns") and show that they have the same
closure properties.

Partial Ans.

Diagram the simplest network having the closure properties of each of Fi—Fjs in Problem 18.41.

L ALHLE
Ry

Partial Ans.

Simplify:

® — —
L————ea 58—
—eare—atfe—

Gi) — are— as's——
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To afford practice and also to check the results, it is suggested that (i) and (iv) be solved by forming the table
of closure properties and also by the procedure of Example 7.

F
Partial Ans. (i) and (if) —E :l—
£

18.53. Simplify:

—eage——esbe—ece—eoade—
—eace—esbe—eoce—eode—
—eage—eb'e—eac'e—ode——
I—eaqd'e—ebo—eaco—eode—

—eae—esbhoe—ec'o—eoade—

L eg'e—ebe—9eoc’'e—ade—

18.54. Show that the network of Problem 18.50 will permit a light over a stairway to be turned on or off either at
the bottom or top of the stairway.

18.535. From his garage, M may enter either of two rooms. Obtain the network which will permit M to turn on or
off the light in the garage either from the garage or one of the rooms irrespective of the position of the other
two switches.

Ans.

—ese—8 feo—

L es'e— o to——

—eSs0—of oe——

L e5s'e—ote——
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Abelian group, 98
Absolute value, 50
of complex numbers, 91
Addition:
of complex numbers, 89
of integers, 47
of linear transformations, 188
of matrices, 204
of matrix polynomials, 248
of natural numbers, 37
of polynomials, 157
of rational numbers, 71
of real numbers, 80, 81
of subspaces, 184
of vectors, 178, 179
Additive inverse, 48, 72, 81, 89, 128,
157
Algebra:
linear, 269
of linear transformations, 188
of matrices, 208
of residue classes, 63
Algebraic system, 27
Alternating group, 101
Amplitude of a complex number,
91
Angle of a complex number, 92, 93
Angle between vectors, 185
Anti-symmetric relation, 21
Archimedean property:
of rational numbers, 73
of real numbers, 83, 85
Argument of a complex number,
91
Asgociate, 144
Associative law:
for Boolean algebras, 282
for complex numbers, 89
general, 24
for groups, 98
for integers, 51
for linear algebras, 269

for matrices, 207
for natural numbers, 38
for permutations, 29
for polynomials, 157
for rational numbers, 720
for real numbers, 81, 82, 83
for rings, 128
for union and intersection of
sets, 6
Aungmented matrix, 221

Basis:

normal orthogonal, 255

orthonormal, 255

of a vector space, 182
Binary operation, 22
Binary relation, 18
Boolean algebra, 273-282
Boolean function, 274
Boolean polynomial, 274
Boolean ring, 141

Cancellation law:
for groups, 99
for integers, 49, 51
for natural numbers, 38
for rational numbers, 72
for real numbers, 81, 82, 84, 85
Canonical forms:
for Boolean polynomials, 276
for maftrices, 213, 246
Cap, 4
Cayley’s theorem, 103
Characteristic:
determinant, 252
of an integral domain, 145
polvnomial, 252
of a ring, 130
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roots, 250
vectors, 250
Closure, 23
Codomain, 7
Coefficient, 157
Column:
equivalent, 211
rank, 214, 246
transformation, 211, 245
vector, 205
Common divisor, 59, 146
(See also Greatest common
divisor)
Commutative group, 98
Commutative law:
for Boolean algebras, 273
for complex numbers, 89
for fields, 147, 148
general, 24
for groups, 98
for integers, 51
for matrices, 207
for natural numbers, 38
for polynomials, 157
for rational numbers, 72
for real numbers, 81, 82, 84, 85
for rings, 128, 130
for union and intersection
of sets, 6
Commutative operation, 23
Commutative ring, 130
Complement of a set, 3
Completeness property, 84
Complex numbers, 89-95
Complex plane, 91
Components:
of a complex number. 89
of a vector, 178
Composite, 39
Composition series, 107
Congruence modulo m, 62
Conics, 256

Copyright © 2004 1965 by McGraw-Hill Companies, Inc. Click here for terms of use.
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Conjugate complex number, 90

Conjunctive normal form, 275

Correspondence, one-to-one, 9

Coset, 103

Countable, 10

Cubic polynomial, 173

Cup, 4

Cut, 79

Cycle, 29

Cyclic group, 100, 103

Cyclic notation for permutations,
29

Decimal representation of rational
numbers, 73
Dedekind cut, 79
Degree, 157
De Moivre’s theorem, 92, 95
De Morgan’s laws, 6
Density property:
of rational numbers, 73
of real numbers, 83, 85
Denumerable, 10
Dependence, linear, 181
Determinant, 224
Diagonal matrix, 212
Diagram:
for partial ordering, 21
Venn, 4
Difference of sets, 5
Dihedral group, 110
Dimension of vector space, 183
Disjoint cycles, 29
Disjunctive normal form, 276
Distributive law:
for Boolean algebras, 273
for complex numbers, 89
general, 25
for integers, 51
left, right, 25
for linear algebras, 269
for matrices, 207
for natural numbers, 38
for polynomials, 157
for rational numbers, 72
for real numbers, 81, 82, 85
for rings, 128
for union and intersection of sets,
6
for vector spaces, 179
Division, 72, 82, 90
algorithm, 39, 146, 147, 160
ring, 147
Divisor, 58, 144, 161
Divisors of zero, 131
Domain:
integral, 143, 159
of a mapping, 8
ordered integral, 146
Dot product, 185
Dual canonical form, 276

INDEX

Echelon matrix, 213
Eigenvalue, 252
Eigenvector, 251
Electrical networks, 279
Element:

first, last, 22

identity, 24

maximal, minimal, 22

of a sef, 1
Elementary matrix, 215
Elementary transformation, 211,

245

Empty sef, 3
Equations:

homogeneous linear, 224

nen-homogeneous linear, 222

systems of linear, 220

(See alse Polynomial)
Equivalence class, 20
Equivalence relation, 20
Equivalent matrices, 211, 247
Euclidean ring, 135
Even permutation, 30, 33
Expansion of determinant, 225
Exponents:

in a group, 99

integer, 57

natural numbers, 40

real, 84

Factor, 59, 160
group, 106
theorem, 160
Field, 148
skew, 147
Finite dimension, 183
Finite set, 10
Form, pelynomial, 156
Four-group, 117
Fractions, 71
Function, 8
{See also Mapping,
Transformation)
Boolean, 274
Fundamental Theorem of Algebra,
162

Gaussian integer, 138
Generator:
of a cyclic group, 100
of a vector space, 180
Greatest common divisor, 39, 147,
164
Greatest lower bound, 84
Group, 98
Abelian, 98
alternating, 101
Canchy theorem, 122
cyclic, 100
dihedral, 110

Galois, 124

Klein, 97

octic, 110

of order 2p and p2, 122
permutation, 101
quotient, 106

Svlow theorems, 123
symmetric, 101

Highest common factor, 59
(See also Greatest common
divisor)

Homogeneous linear equations,
224

Homomorphism:

between rings, 131
between vector spaces, 186

Ideal (left, right), 132
maximal, 134
prime, 134
principal, 133
proper, 132
Identity element, 24
Identity mapping, 10
Identity matrix, 207
Image, 7
Imaginary numbers, 90
pure, 90
Imaginary part of a complex
number, 90
Imaginary unit, 90
Improper ideals, 132
Improper of orthogonal transfor-
mation, 208
Improper of subgroup, 100
Improper of subring, 130
Improper of subset, 2
Inclusion:
for Boolean algebras, 278
for sets, 2
Independence, linear, 181
Indeterminate, 156
Index of subgroup, 104
Induction, 38, 45
Inequality:
Schwarz, 185
triangle, 185
Infinite dimensional vector space,
183
Infinite set, 10
Inner product, 185
Integers, 46
Gangsian, 138
negative, 48
positive, 47
(See also Natural numbers)
Integral domain, 143, 159
Intersection:
of sefs, 4



of subgroups, 100

of subspaces, 185
Invariant subgroup, 105
Invariant subring, 132
Invariant vector, 251
Inverse:

additive, 48, 72, 81, 90, 128, 207

of an element, 24

in a field, 148

multiplicative, 72, 81, 90

of a mapping, 11

of a matrix, 217, 218
Irrational number, 83
Irreducible polynomial, 128
Isomorphism, 25

between groups, 103

between rings, 131

between vector spaces, 186

Jordan-Holder theorem, 107

Kernel of homomorphism, 105

Lagrange’s theorem, 104
Lambda matrix, 245

normal form, 246
Laws of exponents, 40

{See also Exponents)

Leading coefficient, 158
Least common multiple, 69
Least upper bound, 84
Left coset, 103
Left ideal, 132
Length of a vector, 178, 185
Linear algebra, 269
Linear combination, 58, 182
Linear congruence, 64
Linear dependence, 181
Linear equations, 220
Linear form, 220
Linear independence, 181
Linear transformation, 186
Lower bound, 83

Mapping, 7
one-to-one, 9
Mathematical induction, 38, 44
Matrix, 206, 208
angmented, 221
column rank, 214, 246
diagonal, 212
clementary, 215
identity, 207
lambda, 245
non-singular, 213
orthogonal, 255

INDEX

over F, 208

product, 208

rank, 214

row rank, 215

scalar product, 205

singular, 213

sum, 205

symmetric, 254

triangular, 212

zero, 166
Matrix polynomial, 245-256
Maximal ideal, 134
Minimum polynomial, 166, 219
Modulus of a complex number, 91
Monic polynomial, 158
Multiples, 40
Multiplication:

of complex numbers, 89, 90

of integers, 47

of linear transformations, 188

of matrices, 205

of matrix polynomials, 248

of natural numbers, 38

of polynomials, 157

of rational numbers, 71

of real numbers, 80
Multiplicative inverse, 72, 81, 90
Multiplicity of root, 162

Natural numbers, 37-41
Negative integers, 48
Networks, electrical, 279
Non-singular matrix, 213
Non-singular transformation, 187
Norm, 149
Normal divisor, 105
Normal form:

conjunctive, disjunctive, 275, 276

of A-matrix, 246

of matrix over F, 213
Neormal orthogonal basis, 255
Normal subgroup, 105
Null set, 3
Numbers:

complex, 89

irrational, 83

natural, 37

prime, 58

rational, 71

real, 78

0dd permutation, 30, 33
One-to-one mapping, 9
Onto (mapping), 7
Operations, 22

binary, 23

well-defined, 25
Order:

of a group, 99

of a group element, 100
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relations, 39, 49, 72, 278
Ordered integral domain, 146
Ordered pair, 6
Orthogonal matrix, 255
Orthogonal normal basis, 255
Orthogonal transformation, 255
Orthogonal vectors, 186
Orthonormal basis, 255

Partial ordering, 21
Partition, 20
Peano postulates, 37
Permutation, 27
even, 30, 33
group, 101
odd, 30, 33
Perpendicular vectors, 185
Polar form, 91
Polynomuial, 156
Boolean, 274
degree of a, 157
domain C[x], 161
irreducible, 161
mafrix, 254-256
prime, 161
ring of, 157
roots of, 159
zero of a, 159
Positive cut, 80
Positive integers, 47
(See also Natural numbers)
Powers, 40, 43
(See also Exponents)
Prime, 58
factors, 62
field, 148
ideal, 134
integer, 58
pelynomial, 161
relatively prime integer, 61
Primitive roots of unity, 93
Principal ideal, 133
ring, 134
Product:
of cosets, 106
dot, 185
inner, 185
of linear transformations, 188
of mappings, 8
of matrices, 205
of matrix polynomials, 248
of polynomials, 158
scalar, 185, 188, 205
sef, &
of subgroups, 107
Proper ideal, 132
Proper orthogonal transformation,
256
Proper subgroup, 100
Proper subring, 130
Proper subset, 2
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Quadric surfaces, 256

Quartic polynomial, 174
Quaternion group, 121, 123, 127
Quotient group, 106

Quotient ring, 134

Range of a mapping, 7
Rank:
of a linear transformation, 187
of a matrix, 214, 246
Rational numbers, 71-73
Real numbers, 7883
Real part {of a complex number),
90
Real symmetric matrix, 254
Reflexive relation, 19
Regular permutation group, 111
Relation, 18
equivalence, 19
Relatively prime integers, 61
Remainder theorem, 160
Residue classes, 63
Right coset, 103
Right ideal, 132
Ring 128-135
Boolean, 141
commutative, 130
division, 147
Euclidean, 135
principal ideal, 133
guotient, 134
Roots:
characteristic, 252
of cubic polynomials, 173
latent, 252
of polynomials, 159
of quartic polynomials, 174
of unity, 93
Row:
equivalent, 211
rank, 214, 246
fransformaftion, 211, 246
vector, 205

Scalar multiplication, 178
Scalar product, 185, 205
Schwarz inequality, 185
Sets, 1-9

INDEX

denumerable, 10
finite, 10
infinite, 10
Similar matrices, 253
Simple:
group, 105
ring, 132
zero, 162
Simultaneous linear equations,
220
Singular matrix, 213
Singular transformation, 187
Skew field, 147
Span, 180
Square, octic group of a, 110
Subalgebra, 208
Subdomain, 145
Subfield, 148
Subgroup, 100
invariant, 105
normal, 105
proper, 100
Subring, 130
invariant, 132
proper, 130
Subset, 2
Subspace, 180
Subtraction, 50, 90
of rational numbers, 72
of real numbers, 82
Successor, 37
Sum (see Addition)
Symmetric group, 101
Symmetric matrix, 254
Symmetric relation, 19
Systems of linear equations, 220
homogeneous, 224
non-homaogeneons, 222

Total matrix algebra, 208
Transformation:

group of, 189

linear, 186

singular, 187

arthogonal, 255, 256
Transitive relation, 19
Transpaose, 226
Transposition, 29
Triangle inequality, 185

Triangular matrix, 212
Trichotomy law, 39, 48, 73, 82
Trigonometric representation of
complex
numbers, 91, 92
Two-sided ideal, 132

Union, 4
Unigue factorization theorem, 62,
147, 165
Unigueness:
of identity, 24
of inverses, 24
Unit, 144
Unity element, 24
Universal sef, 3
Upper bound, 83

Value, absolnte, 50
of complex numbers, 91
Vector(s), 178
characterisfic, 250, 251
column, 205
invariant, 251
length of, 178, 185
orthogonal, 186
row, 205
1nit, 182
Vector space, 179-188
basis of a, 182, 255
Venn diagram, 4

Well-defined operation, 25
Well-defined set, 1
Well-ordered set, 22

Zero, 48, 71
of a cubic polynomial, 173
divisors of, 131
maftrix, 207
of a polynomial, 159
of a guartic polynomial, 174
vector, 180, 181
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