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Aims

· To give a more detailed overview of the handlers used by IBISS to interact with:

· MFMS (Mobile Forces Monitoring Server)

This server handles the updating of objects on the map displays on the clients.  This map displays resources and incidents.

· DBQS (DataBase Query Server)

This server handles requests made on the client for queries on vehicles and the such like.

· ESIS (External Systems Interface Server)

The external systems interface acts as a central interface between external systems that deal with alarms, nuisance calls and the storage of the Longview messages.

MFMH

· The MFMH is the handler that provides the interface between the MFMS and IBISS incident/resource handling.

· MFMH sources are kept in:
/devel/MasterIbis/mfmh

· MFMH uses the messages defined in the section 4.1 of the technote:
MC2SYS-TEC-97-067, IBIS-PSPRM interface.

· MFMH is used by MFMS to request that IBISS sends the current state of all resources and open incidents during MFMS startup and initialisation.

· MFMH is used by incident handling to inform the MFMS whenever a resource or incident status changes.  It is also used to reply to the above startup messages.

· MFMH operates using exactly the principles described in the earlier session on handlers in general.

DBQH

· The DBQH is that handler that provides the interface between the DBQS and IBISS incident/resource handling.
· DBQH sources are kept in:
/devel/MasterIbis/dbqh/src

· DBQH uses the messages defined in the technote:
MC2SYS-TEC-98-008, IBISS - DBQS Interfaces.

· DBQH is used by DBQS to inform IBISS of database queries performed on the client, and when they finish.  The destination for this information is either an incident log (if the message contents contain an incident ID) or a force log sheet.

· No messages are directly sent by IBISS to DBQS using DBQH.  The only messages flowing from IBISS to DBQH are acknowledgements for DBQH to IBISS messages.  These are generated within DBQH.

· DBQH operates using almost exactly the principles described in the earlier session on handlers in general.  The only difference is that there is no RPC interface that other IBISS applications can use.

ESIH

· The ESIH is that handler that provides the interface between the ESI (External Systems) and IBISS.
· ESIH sources are kept in:
/devel/MasterIbis/esih/esih/src
Other parts of the ESIH process are defined in a library, held in:
/devel/MasterIbis/esih/src
· The ESIH manages the sending of the following types of messages to ESI:
· Batch files for nuisance calls, alarm activation and alarm subscriber modifications (these will be covered in more detail in a different session).  Definitions for the batch file format are described in the following technote:
MC2SYS-TEC-97-045-A Batch File Format
· Longview messages.  These are generated for a large number of different actions in incident and resource handling.  For instance, any time an incident is created, a snap message sent or various incident details amended a message is sent to these systems detailing the information.  The format of the Longview messages are defined in the following ECP:
MC2SYS-ECP-98-041 LV IRS Data Changes
· Alarm cancellation messages (for DECAMS alarms).  This message is sent by the incident handling system when a DECAMS incident is closed and is defined in the following IRS:

MC2SYS-SPE-IRS-006 DECAMS, Section 6.3.1

ESIH (Continued)

· ESIH handles the following incoming message from ESI

· Batch requests from ESI.  Batch requests for Longview data are handled by the handler itself.  All other requests (e.g. nuisance calls) are passed onto the IBISS application that oversees the batch file in question.  This application then generates the batch file and calls an interface in ESIH for the batch file to be sent to ESI. The format of these batch request messages are described in the following document:

MC2SYS-TEC-97-045 ESI Server Interface Spec

Section 8.4.7

· Alarm activation messages (both SAV and DECAMS alarms) and passes the message onto incident handling. The format of this message is described in the following IRS documents:

MC2SYS-SPE-IRS-006 DECAMS, Section 6.3.2

MC2SYS-SPE-IRS-011 SAV, Section 6.3.1

· ESIH handles the sole Longview message that is sent from ESI to IBISS to set incident classification.  This message is passed onto incident handling.  The format of this message is described in the following ECP:

MC2SYS-ECP-98-041, LV IRS Data Changes
Internal Operation of ESIH

ESIH works along the same principles as the other handlers discussed earlier.  However the need for storage of some messages in the database requires extra functionality, and warrants a more detailed explanation.

As with the other handlers, on startup ESIH creates a socket, sets it so that SIGIO is generated for incoming data.  The usual queues (read and write) and threads (socket handler, reader, writer and dispatcher) are created.

· In addition another queue is created (the database queue) and three more threads, two of which are activated at periodic intervals:

1. The usual periodically activated acknowledgement-checking thread (as described in the session on handlers in general).

2. The database polling thread.  This is also periodically activated.

3. The database writer thread.

· Messages sent to IBISS from ESI are dealt with as per other handlers:

· The receipt of a SIGIO signal wakes the socket handling thread.  This either accepts a new connection, or wakes the reader thread to read in incoming message.  The message is validated and placed on the read queue.

· The dispatcher thread is woken, takes the message from the read queue and sends the message to the appropriate IBISS process.  Note that if the message is a request for a batch file of previously sent Longview data then ESIH itself handles the request.

Internal Operation of ESIH (continued)

· For outgoing messages the operation is slightly different:

· If the message is NOT a Longview message then the message is sent as per other handlers.

· The message is placed on the write queue.

· The writer thread is woken.  It reads the message off the write queue and sends it to ESI.

· If the message IS a Longview message the following is performed.

· The message is placed on the database queue.

· The database writer thread is woken up.  This takes the message off the database queue and stores it in the 5-day message store in the database.  Note that this step is performed so that invoking the RPC interfaces to send these messages is de-coupled from the actual writing of the data to the database.

· The database polling thread is activated periodically.  This queries the 5-day message store and retrieves any messages that have not yet been sent to ESI.  These messages are recovered, marked as sent and placed on the write queue for sending to ESI as per other messages.

· Note that the library that formats Longview messages and passes them onto ESIH for dispatch is stored in the following source:
/devel/MasterIbis/ihs/src/ihs_esi_lib.c
This source is linked with the others in the directory to create libihs.a which is a general purpose incident handling library.

5 Day Message Store

One of ESIH’s main responsibilities is to allow the external systems to request the retransmission of Longview data sent within the last 5 days.  This data is read from tables in the database, then stored in a batch file and transmitted to ESI.  Following is a description of the tables used to store the messages.

ESIH_INDEX

This table is used to index the sent messages.  It is composed of the following fields:

Field
Description

ESIH_DATE
The date the message was sent.

ESIH_TIME
The time the message was sent.

ESIH_ID
A number, which along with the date and time fields, uniquely identifies a message.

ESIH_MESSAGE_ID
The IAI Message ID of the message.

ESIH_MESSAGE_LEN
The length of the message in bytes.

ESIH_REQ_NO
The request number that this message was in reply to.

ESIH_SENT_FLAG
0 = Message not sent

1 = Message sent.

ESIH_DATA

This table is used to store the message data sent to ESI.  There is one row in this table for each row in ESIH_INDEX:

Field
Description

ESIH_DATE
These three numbers taken together is the unique identifier for this message, and are used to match up entries in this table with those from ESIH_INDEX.

ESIH_TIME


ESIH_ID


ESIH_DATA
The actual message data.  Note that this a long raw field and cannot be directly viewed using SQLPlus.

Note that every 24 hours ESIH activates a timer routine that goes through these tables and clears out data that is more than 5 days old.

Flow Control

Here is a flow control diagram of outgoing messages in ESIH.  Incoming messages are handled as per the other handlers, so refer to the diagram in the other notes for the flow of data for those.
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