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1. Introduction

This document is a top level Software Support Guide for the Baggage Reconciliation and Tracking system (BRTS) in Zurich.
1.1 SCOPE

The document is intended as an overview document for the server software, listing other Software Support Guides containing more detailed information about the various parts of the system.

However, the document does list details specific to the Zurich project such as:

(1) Overview of the project development

(2) Remote access procedure

(3) Server details and IP addresses

(4) Log on details 
(5) Contacts

1.2 Customer

The customer is Unique.

2. SYSTEM OVERVIEW and Document List
The Zurich UltraTrak system is a dual node Master Standby system, running under the control of HANS. 

The system consists of the following components:

(1) HANS – High Availability Node Services 

(2) Database Subsystem 

(3) System Events Subsystem

(4) Gateway – including a new GSA module
(5) TCMT

(6) Archive

(7) GSA Database Interface

(8) FIDS Interface (AIMS)
Reference 1 (Archive User Guide) contains details of the archive procedure, which is the replacement for the Ultratrak standard db_arbk process for Master Standby
Reference 2 (HANS UltraTrak Software Support Guide) contains details of HANS.

Reference 3 (Master Standby for UltraTrak) contains details of the Master Standby configuration including an overview of the specific modifications for UltraTrak, details of the Database Subsystem and System Events.

Reference 7 (Zurich Configuration) contains installation and configuration details specific to Zurich.

2.1 ZURICH PROJECT DEVELOPMENT ITEMS
The following list of items covers the main areas of development, specifically for Zurich UltraTrak, and each item is described in detail in reference 9.

(1) Volunteer for denied boarding – extend the BSM functionality to process passengers with a cancellation agreement identifying them as a volunteer for denied boarding from the exception code VFDB in the .E element of the BSM.
(2) Bulky Baggage redirection – a new scanner function to display the sorting destination associated with a flight for bulky baggage. This is a project special.
(3) Load Where  - Introduction of a new loading strategy for Zurich called “Load Where”. In the baggage sorting area, bags for several flights will typically be held in the same sorting box. ULDs for each of these flights will be available for loading into. The user wants to be able to select any bag from this box, and to be told which ULD to load the bag into. Only one ULD of a given type per flight will be open for loading at any one time, so that there should only ever be one suitable ULD that can be chosen for each bag. As each ULD becomes full, it will be closed, and the next ULD of the same type opened.
(4) Inputting of Baggage Data – this is an enhancement to the Unknown Bag Authorisation facility. When the scanner tries to load an unknown bag the user now has the option to enter a passenger name (surname and initials) to be stored in the unknown bag table. A new MWS screen allows the user to view and amend unknown/unauthorised bag data. A user privilege controls whether the bags can be manually authorised.
(5) Link Status Monitor – displays the current status of all of the interfaces, an indication of whether messages are currently being received and transmitted on each interface and the state of the server nodes.
(6) New ULD card format – Zurich has its own ULD card format that differs from the IATA format currently used on standard UltraTrak, and is printed on special pre-printed A5 cards.

2.2 Zurich development items for phase 2

The following list of items covers the main areas of development, specifically for Zurich UltraTrak, that are planned for phase 2 (2007). Each item is described in detail in reference 9.

(1) Generation of BNS – add the ability to automatically generate a “Baggage Not Seen” message when the flight status changes to “Post Departure”.

(2) Controlled Generation of BPM – enhance BPM (“Baggage Processed Message”) generation by creating extra flags to define the different actions that can generate a BPM on a per carrier basis.

(3) Bulky Baggage Tracking

(4) Lost Luggage Report
2.3 MASTER STANDBY

UltraTrak Core has been enhanced to accommodate the Master Standby architecture. The Zurich BRTS consists of two servers, each running a single Oracle instance under HANS. One of the servers is a Master node, the other the Standby, with the Standby database being kept up to date using HANS and the Database Subsystem.
See reference 3 for details.

2.4 ARCHIVE AND BACKUP

The standard UltraTrak archive mechanism has been replaced by the standard FAIMS archive mechanism. 

The new archive allows dynamic modification of the rules governing the housekeeping of tables and is driven by a set of database packages. 

The FAIMS standard subsystem System Events is used to activate archive.

See reference 1 for details of the archive package.

See reference 3 for details of System Events.

At the time of writing, the Oracle instances on both nodes run in NOARCHIVELOG mode, which means that there is no need to perform a hot backup of the databases. The second (Standby) instance is effectively a running backup of the Master instance. 

The contents of each database are exported each night using a script called export_database, which performs a full database export (using the Oracle exp utility) into a file and then compresses it. 

The export_database script resides in /shared/tagtrak/bin
The file is called /home/tagtrak/archive/database_<YYYYMMDD>.dmp.Z, where <YYYYMMDD> is the current date.
For example on 25th December 2006, the file will be called database_20061225.dmp.Z
The script ensures that 7 days worth of database exports are kept. 
These compressed export files are then backed up to the other server in the pair, each node acting as a backup for the other.
The script is activated using cron on each node.

2.5 FIDS INTERFACE (AIMS)
The FIDS Interface allows flight and sorting box information to be sent from the Zurich AIMS servers to the BRTS.
This is achieved by enhancing the standard UltraTrak FIDS interface by adding a Zurich (ZRH) component on top of the existing LHR, BARA, AdP and BARNZ components. 

A new table called FLIGHT_INFO_EXTRAS has been created in the BRTS system to contain the Zurich specific columns. 
Details of the configuration of the AIMS Interface are given in reference 7.

2.6 GSA Database Interface

The GSA Database Interface is used to obtain baggage tracking information from Zurich’s GSA system. This is achieved using a script called aoss_tracking_xfer that is activated every minute by the System Events subsystem (see reference 3).

The script retrieves data from the AOSS servers in Zurich using a database link, which has to be created in order for the interface to work. 
Details of how to do this are given in reference 7.

2.7 GSA GATEWAY

The GSA Gateway is a new TCP/IP interface module for the DCS Gateway process in the UltraTrak system.

See reference 8 for more details.

Note that in the Zurich system, the Gateway is configured to ignore old BSMs, storing these rejected messages in the file:

/shared/tagtrak/log/rejected_bsms.log

See the Gateway section in the configuration checklist, reference 7, for more details.
3. REMOTE ACCESS TO THE ZURICH NETWORK
Remote access to the Zurich network is achieved using the Cisco Systems VPN Client Version 4.0.4 and a CryptoCard RB_1 Authentication Token. See UAS/ZADAB/IC/224 and UAS/ZADAB/IC/225 for more details.
The procedure to connect is as follows:

(1) Activate the VPN Client.

(2) When the client is activated, ensure that the correct connection entry is highlighted in the “Connection Entries” box and click on “Connect”.
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Figure 1 - VPN Client - COnnection

This will bring up a dialog box asking for the username and password.
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Figure 2 - VPN DIALOG BOX

(3) The username and password are obtained from the CryptoCard RB 1 Authentication Token. Press “Password” and enter the PIN number provided followed by “ENT”. 

(4) The token will present you with a username. Press the “ENT” key and the password will be displayed.

(5) Enter the username and password into the VPN client dialog box and press “OK”.

(6) If the connection worked then a closed padlock icon will be shown on the task bar and the VPN client will change the “Connect” button to “Disconnect”. The connect status is displayed in the VPN client window. You can then connect to the Zurich servers by providing the IP address of the server you require.
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Figure 3 – VPN CLIENT - DISCONNECTION

Disconnecting from the Zurich network is achieved by clicking the “Disconnect” button on the VPN Client window. Note – if the VPN Client window is not visible, double click the padlock icon on the taskbar.
NOTE – A WORD OF WARNING - You only get three chances to enter the correct PIN number of the token, after which that token is locked. If this happens then it must be returned to Unique to be reset.
4. PUBLIC FTP SITE

Files can be transferred between Ultra and Unique using the Unique Public FTP Site.

ftp://publicftp.unique.ch/
Username: dmz\CF400028
Password: [See Reference 11]
5. Shared Drive Access

There is a shared network drive on the Unique network that can be used to transfer files whilst on site. This is where many of the files from the ftp site are copied.

The directory is:

\\ch.unique.local\dfsdata\transfer
This directory contains various sub-directories e.g. vogt for files owned by Freddy Vogt.

6. Web Server Access

The web servers can be accessed using Remote Desktop over the VPN from Ultra.

6.1 Test Webserver

Connect to 10.10.32.108 (spch9034) using the Remote Desktop client and use the following credentials:

Username:
A050949
Password:
[See Reference 11]
Domain:

CH-UNIQUE

This user has full admin rights on this server, so has full write access to the disk, full permissions on IIS etc. 

This server has a single C: drive, with the application installed in the default location. The directory C:\Install contains a copy of the installation files copied from the FTP site.

The public FTP site and shared drive can both be accessed directly from this server. 

There is ftp and telnet access to the database servers.

6.2 Live Webservers

The live web servers cannot be accessed directly, but are accessed by opening a Remote Desktop session to a terminal server.

Using Remote Desktop, connect to terminal server 10.10.0.46 (spch1036) with the following credentials:
Username:
A050949
Password:
[See Reference 11]
Domain:

CH-UNIQUE

At the Remote Management Tool selection prompt select Unicenter RCO, to activate the Unicenter Remote Control GUI.

In the GUI in the left-hand pane select:

Viewer – Global Address Book – Domain_Member – ch.unique.local – BRTS Webserver – service.local.

This has two entries:

· spch1249 and spch1250

Double-click on the appropriate server and connect using the following credentials:
Username:
A050949
Password:
[See Reference 11]
Domain:

CH-SERVICE

The webserver login is then available. Login with the same credentials above. There is a Send Ctrl-Alt-Del toolbar button in the top-right corner.

The user has full write access to the disk, but no admin rights on IIS.

The live webservers have a C: and D: drive. All the application files are on the D: drive. The directory D:\Install contains a copy of the installation files copied from the FTP site.

The public FTP site and shared drive cannot be accessed directly from these servers. 

There is no ftp and telnet access to the database servers.

Files need to be copied onto these servers by the Unique System Administrators.

At the bottom of the Viewer pane is a Sessions entry, allowing you to switch between multiple active connections.

7. Server details
The production servers are called ZRHBRS1 and ZRHBRS2.
The test/staging servers are called BRTSTST1 and BRTSTST2.

The server details for the BRTS machines are as follows:
7.1 ZRHBRS1

BRTS Master Production Server.  Note that SSH must be used to connect to this machine from BRTSTST1/2.

	Network details

	Name
	ZRHBRS1

	IP Address
	10.11.64.4

	Unix login details

	root password
	1indt

	tagtrak password
	tagtrak

	oracle password
	flugO1

	Oracle login details

	ops$tagtrak password
	tagtrak

	live password
	live

	arch password
	arch

	temp password
	temp


7.2 ZRHBRS2

BRTS Standby Production Server.  Note that SSH must be used to connect to this machine from BRTSTST1/2.
	Network details

	Name
	ZRHBRS2

	IP Address
	10.11.65.2

	Unix login details

	root password
	1indt

	tagtrak password
	tagtrak

	oracle password
	flugO1

	Oracle login details

	ops$tagtrak password
	tagtrak

	live password
	live

	arch password
	arch

	temp password
	temp


7.3 BRTSTST1
BRTS Master Test Server

	Network details

	Name
	BRTSTST1

	IP Address
	10.10.32.106

	Unix login details

	root password
	1bag4zrh

	tagtrak password
	tagtrak

	oracle password
	oracle

	Oracle login details

	ops$tagtrak password
	tagtrak

	live password
	live

	arch password
	arch

	temp password
	temp


7.4 BRTSTST2
BRTS Standby Test Server

	Network details

	Name
	BRTSTST2

	IP Address
	10.10.32.107

	Unix login details

	root password
	1bag4zrh

	tagtrak password
	tagtrak

	oracle password
	oracle

	Oracle login details

	ops$tagtrak password
	tagtrak

	live password
	live

	arch password
	arch

	temp password
	temp


7.5 LIVE WEB SERVERs

The live web servers are called spch1249 and spch1250

	Network details

	Name
	spch1249.service.local

	IP Address
	10.11.64.3

	Passwords

	Administrator
	Not available


	Network details

	Name
	spch1250.service.local

	IP Address
	10.11.65.1

	Passwords

	Administrator
	Not available


7.6 Test WEB SERVER

	Network details

	Name
	spch9034

	IP Address
	10.10.32.108

	Passwords

	Administrator
	Not available


8. URLs

The URLs for the web servers are as follows.

The live web servers can only be accessed by running a remote desktop to the test web server, and running Internet Explorer from there.  The name on the left is the name assigned to the favourite on the test web server.
	UltraTrak MWS+ Test web server
	http://spch9034.ch.unique.local:8080/UltraTrak-MWS/flights/status?SID=999999999&LOC=MBZRH

	UltraTrak MWS+ Live web server 1
	http://spch1249.service.local:8080/UltraTrak-MWS/flights/status?SID=999999999&LOC=MBZRH

	UltraTrak MWS+ Live web server 2
	http://spch1250.service.local:8080/UltraTrak-MWS/flights/status?SID=999999999&LOC=MBZRH

	Test Web Server MWS - brtstst1
	http://spch9034/brtstst1/default.asp?SID=999999999&LOC=MBZRH

	Test Web Server MWS - brtstst2
	http://spch9034/brtstst2/default.asp?SID=999999999&LOC=MBZRH

	UltraTrak MWS Live web server 1
	http://spch1249.service.local/UltraTrak/default.asp?SID=999999999&LOC=MBZRH

	UltraTrak MWS Live web server 2
	http://spch1250.service.local/UltraTrak/default.asp?SID=999999999&LOC=MBZRH


Note:

(1) The live web servers are configured for automatic changeover, with the UltraTrak website pointing to node 1, and the UltraTrak2 website pointing to node 2 (through the use of the backupServer parameter in DatabaseInstance.vbs).
(2) The above MWS web sites on the test web server are configured for single node access.
(3) If accessing the test web server's URLs over the VPN then it may be necessary to use the IP addresses rather than the server names.  The live web server's URLs cannot be accessed directly over the VPN.
9. Application Login

The following user is a member of the ADM_ZRH group, with access to all flights and all MWS/scanner privileges:

Username: GSA
Password: aaaaaa

Note that while users are in Unique's control this user should never be removed as it is required for GSA logging in the database.
10. HARDWARE DETAILS

10.1 Database Servers

The production servers are ZRHBRS1 and ZRHBRS2.  The test servers are BRTSTST1 and BRTSTST2. 

The details for ZRHBRS1 and ZRHBRS2 are as follows:
	Model Name
	IBM 9131-52A AIX V5 server

	Operating System
	AIX version 5.3

	Oracle version
	10.2.0.1

	Memory
	8G

	Hard Disk
	2 x 72G disks

	Processor
	Dual processor 1900Mz


The details for BRTSTST1 and BRTSTST2 are as follows:

	Model Name
	IBM 7028-6C4 AIX V5 server

	Operating System
	AIX version 5.3

	Oracle version
	10.2.0.1

	Memory
	4 G

	Hard Disk
	2 x 35G disks

	Processor
	Dual processor 1500Mz


10.2 WEB SERVERS
The details for spch1249 and spch1250 are as follows:
	Operating System
	Windows 2003

	Oracle Client version
	10.2

	Crystal Reports
	Crystal Reports version 11

	Memory
	2 G

	Hard Disk
	18G + 50G

	Processor
	Dual Intel Xeon 5140 @ 2.33 GHz


The details for spch9034 are as follows:
	Operating System
	Windows 2003

	Oracle Client version
	10.2

	Crystal Reports
	Crystal Reports version 11

	Memory
	1 G

	Hard Disk
	17G

	Processor
	Intel Pentium III @ 731 MHz


10.3 SCANNERS

The scanners are Symbol MC9090 devices with Microsoft Windows Mobile 5.0 operating system software, including 802.11B wireless capability and laser barcode scanner.
The scanners are configured with PEAP authentication.

The scanners will use AirBeam to distribute the UltraTrak software.

The management of the scanners and the use of AirBeam are the customers responsibility. Ultra will distribute the scanner application to Unique as a zip file containing the distribution files, not as an AirBeam package.

Copies of each release of the scanner application software are held under directory \\stirling\projects\ZABRS - Zurich BRS\Segregated\Scanner builds\Symbol MC9090 WM5. This is a readily accessible copy of each version, as extracted from PVCS.

Note that the Swissport handler are responsible for managing their own scanners, and Unique are responsible for the rest. The approximate number of scanners in use by each handler (at the time of writing) are:
Swissport: 140

Jet Aviation: 30

Hahn Air: 4
11. Backup Procedure

Refer to section 2.4 for details on the nightly database backup.

Unique are responsible for performing full system backups of the database servers. These backups are performed using an automated procedure to a network server. Refer to document reference 10 for details of the full backup and restore procedure.

In the event of a database restore from backup, whether as part of a full system restore, or just a database import, an additional procedure is required to ensure that the sequences in the database do not get corrupted. Refer to document reference 3 for details of this restore_sequences script.
12. Source Code

Source code for the UltraTrak system will be stored only on brtstst1.  It will be in tagtrak's home directory, named appropriately for the software version, e.g.:

/home/tagtrak/Core_9.16.0.0.0.6

This source code will only be available on the one machine to save the possible confusion of ill-maintained copies.  Also a debugger will be available on this machine, allowing on-site core file investigation using the sources.
13. Release Process

When new software is to be released to Zurich, only the test servers are updated.  Updated sources will be stored as per section 12.  Once Unique are confident of the fix, it is Unique's responsibility to apply the changes to the live servers.
14. Useful Scripts

Several useful scripts are available in the /shared/tagtrak/bin directory.
14.1 checksys
Command line: checksys
This provides a basic summary of the status of the system, to be used as a daily checklist. It provides the following information:

(1) Summary list of running application processes
(2) Summary of network socket connections for UltraTrak clients
(3) Indication of when archive last ran successfully
(4) Check disk space
(5) Check processor usage and swap space
(6) Summary of activity from various message log files
(7) List of any invalid Oracle objects
(8) HANS status

14.2 checksys_cron

Command line: checksys_cron
This is a cut-down version of the checksys script which is run on an hourly basis as a cron job. It logs its output to the file /home/tagtrak/log/checksys.YYYYMMDD, creating a new file for each day:

55 * * * * ksh -c ". $HOME/.profile; /shared/tagtrak/bin/checksys_cron >> $HOME/log/checksys.`date +\%Y\%m\%d` 2>&1"

The information logged is the summary list of running application processes, and the summary of network socket connections for UltraTrak clients.
14.3 Top

Command line: top <optional repeat interval in seconds>

Example: top 10
This script is a simple equivalent of the standard Unix top utility, for displaying the busiest currently running processes.
14.4 Mklinks

Command line: mklinks <build extension>

Example: mklinks ZURICH_ATS5

This script recreates the links for the application binary files. It finds all files with the given extension in the current directory, and relinks the basename file to them. This is useful when installing a new build.
14.5 Check_BSM_Views

Command line: check_bsm_views
This script lists all currently available BSM views and tables, the definitions of the views (to check that they are pointing to the correct tables) and counts the number of rows in each table.
Output is written to file check_bsm_views.out in the current directory.
14.6 Countrows
Command line: countrows
This script lists the number of rows in all tables for the three database schemas ops$tagtrak, live and arch.

14.7 Active_flights

Command line: active_flights
This script lists all of the flights that are or have been active on the current day. It can be run manually, and it is also activated as a cron job at the end of each day, logging to the file /home/tagtrak/log/active_flights.YYYYMMDD:

50 23 * * * ksh -c ". $HOME/.profile; /shared/tagtrak/bin/active_flights" > $HOME/log/active_flights.`date +"\%Y\%m\%d"` 2>&1

The output includes flight numbers, dates, times, statuses, as well as a count of any alarms present on the flights, how many bags are loaded (and total), and the times of the first and last bag load.
14.8 depart_yesterdays_flights
Command line: depart_yesterdays_flights
This script is run as a system event (event ID 92) and is the first chain in the archival process.  Its jobs is simply to set all flights with yesterday's date to post-departed, and is a Zurich-specific fix due to the inability to cancel flights via FIDs.
15. RESPONSIBILITIES
Unique are responsible for:

(1) All hardware maintenance.
(2) Replacement of all faulty user equipment, for example scanners, workstations and printers.
(3) Installation, configuration & management of all software on web servers and scanners.
(4) All aspects of the network.
(5) Help desk support to users during operating hours.
(6) First and second line support.
(7) Reporting of software faults to Ultra.

(8) Following software updates, Unique must ensure that source code is kept in step with the executables.
16. CONTACTS
	Albert Abderhalden
	Role
	Project Manager – Main point of contact

	
	Telephone
	0041 43 816 7413

	
	Email
	albert.abderhalden@unique.ch

	
	
	

	Alfred Vogt
	Role
	Support Engineer

	
	Telephone
	0041 43 816 4708

	
	Email
	alfred.vogt@unique.ch

	
	
	

	Phil Humphreys
	Role 
	Support Engineer

	
	Telephone
	0041 43 816 7412

	
	Email
	philip.humphreys@unique.ch

	
	
	

	Robert Zimmerman
	Role 
	Support Engineer

	
	Telephone
	0041 43 816 3732

	
	Email
	robert.zimmermann@unique.ch

	
	
	

	George Karrer
	Role
	Albert Abderhalden’s Manager – for escalation of problems

	
	Telephone
	0041 43 816 2109

	
	Email
	george.karrer@unique.ch

	
	
	

	Unique Helpdesk
	Role
	First line support for users

	
	Telephone
	0041 43 816 7300

	
	
	

	Unique Support Phone
	Role
	Second line support phone, carried by On Call Unique Support Engineer

	
	Telephone
	0041 76 356 7202


Ultra are third line support only, and will most likely be contacted by the On Call Unique Support Engineer.
17. Typical Support Issues

This section lists issues that have arisen during the initial days of cutover, so that the reader is familiar with typical scenarios that may occur.

17.1 2-3 letter carrier codes

There is some confusion as to the use of 2 or 3 character carrier codes with Spanair, using both JK and JKK. In BSMs they generally use JKK, but some JK have also been seen e.g. JKK098 and JK0098. This will obviously create separate flights. The FIDS system uses JKK.

Originally we had JKK configured in CARRIER_LOOKUP with a BTIC of 680. This caused some problems with the alpha-numeric bag tag handling code, and so this entry was changed to JK instead. As a precaution, all three-letter carrier codes in CARRIER_LOOKUP were changed to use the default BTIC code of 333, and real BTICs were assigned only to two-letter carrier codes.

We also originally had an entry in THREE_LETTER_CARRIER_CODES, mapping JKK to JK. This caused the FIDS interface to create JK flights instead of updating the JKK flights created by the BSMs. This entry was removed and now FIDS correctly updates the JKK flights.

Spanair have been told not to mix JKK and JK in their BSMs.
17.2 Ctrl Key on scanner

There is a problem on some versions of the MC9090 scanner, which prevent the Ctrl key from being recognised reliably. The earlier scanners purchased in the UK do not suffer from this problem, but the later versions purchased in Switzerland do.

This makes the UltraTrak startup breakout sequence (Ctrl-A, Ctrl-Z) unreliable, and also prevents access to the diagnostic screen (Ctrl-D).

It is suspected that this is a general Microsoft/Symbol problem, as the Ctrl key is unreliable in Windows as well as UltraTrak.

Do to the inability to break out of UltraTrak, when updating the application manually using Activesync it is recommended that the ut.run file is temporarily deleted and the scanner rebooted, so that the ssce.exe file is not in use and can safely be overwritten. The ut.run file should then be replaced.

17.3 Scanner Connection delay if Node 2 is Master
The SCAN.CON file on the scanners contains two IP addresses, one for each database server. If the second IP address is the master (where TCMT is running) then there is a noticeable delay in the scanner establishing a connection. The delay is variable and can be 1 minute. This delay appears to be a feature of the Unique network, because it is not apparent on the Ultra network.

To minimise the delay the scanner now remembers which server it was last connected to and always attempts to connect to that server first. This means that the delay is only noticeable after a changeover or scanner reboot for example; it is not noticeable during normal use or after a scanner wakeup. Unique are happy to live with this.

17.4 Load Where duplicate tag handling
If a duplicate tag is scanned using the Load Where loading strategy, then the user is prompted for the flight. However, once flights have been post departed, then their bags are ignored by Load Where.
This means that if, for example, duplicate bag tags are sent early in the day for bags on a morning and afternoon flight, then a duplicate bag error will result when trying to load bags in the morning, but not in the afternoon when the morning flight has departed. Note that a check is not made that the morning bag was actually loaded onto the morning flight, so if it missed the flight, then there is a possibility that it may be misidentified in the afternoon.

17.5 Dummy GSA Logs

The aoss_tracking_xfer script, which processes the GSA logs from the AOSS and translates them into BAG_TRACE logs, can generate errors in the HANS log files if it fails to process the GSA log.

There are examples of this every day, due to the fact that the GSA generates dummy log entries for bag tag -9999999-, flight ___9999_, or a blank bag tag and flight i.e.

06/12/12 10:28:01  117305 11 730513 555590 aoss_tracking_xfer: Failed to insert trace record  (ORA-06502: PL/SQL: numeric or value error: character to number conversion error Current Time: 20061212 102800 PLC time: 20061212 102626 Bag tag: -9999999-   Flight No: ___9999_ Flight Date: 20061212 000000 Message type: N Location code: 4551)

06/12/12 10:30:02  117305 11 730513 555590 aoss_tracking_xfer: Failed to insert trace record  (ORA-06502: PL/SQL: numeric or value error: character to number conversion error Current Time: 20061212 103001 PLC time: 20061212 102831 Bag tag:   Flight No:  Flight Date:  Message type: A Location code: 113)

It is safe to ignore these dummy logs, but be on the lookout for any genuine log errors.
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