[image: image1.png]Ultra

ELECTRONICS






Copy No.


Zurich Baggage Reconciliation and

Tracking System (BRTS)

Plan for Upgrade of live servers to Core 9.17.5
UAS/ZABRS/PL/409 Version 1 
Date: 16 March 2008
Prepared on behalf of Ultra Electronics Airport Systems by:

Michael Clark

Ian Cowburn

LIST OF CONTENTS

2LIST OF CONTENTS


31.
Introduction


42.
Pre-Requisites


42.1
Software Version


42.2
Server Configuration


42.2.1
/shared/tagtrak/bin/SCAN.CON


53.
Timetable and Upgrade Overview


53.1
MONDAY (DAYTIME) – Software cutover prePArations


53.2
MONDAY (NIGHT-TIME) – UPGRADE


53.3
TUESDAY – cutover Support


64.
Detailed Upgrade Steps


64.1
BRTS Server Upgrade


114.2
MWS Upgrade


155.
Scanner Changes


166.
Rollback On Failure of Software Upgrade




Introduction
This document details the activities required for the upgrade of the live system to Core 9.17.5 (+ CA03037 + CA03070).
1. Pre-Requisites

1.1 Software Version

The following upgrade scripts and binaries for the upgrade will be placed in /home/tagtrak/upgrades/ on both machines prior to the upgrade.
The upgrade_9.17.2_to_9.17.3 directory contains the scripts and data required to upgrade the database to 9.17.3.
The upgrade_9.17.3_to_9.17.4 directory contains the scripts and data required to upgrade the database to 9.17.4.

The upgrade_9.17.4_to_9.17.5 directory contains the scripts and data required to upgrade the database to 9.17.4.

The Core_9.17.5_bin.tar file contains the required binaries for Core 9.17.5.

The CA03037 directory contains the scripts and data required to upgrade the database from Core 9.17.5 to Core 9.17.5 + CA03037 (This resolves SPR64 – no inbound flight times received from AIMS)

The CA03070 directory contains the scripts and data required to upgrade the database from Core 9.17.5 to Core 9.17.5 + CA03070.  This resolves SPR68, which is a problem where flights cannot be post-departed in some situations if bag not seen has been configured.
The allow_db_updates script is a script to allow database updates when the application is not running.

The following files have been loaded onto the Unique public FTP server:

REL_1_5_1_PLUS.zip – the REL_1_5_1 version of the MWS+
Core9.17.5_ASP.zip – the Core 9.17.5 version of the ASP MWS
1.2 Server Configuration

1.2.1 /shared/tagtrak/bin/SCAN.CON
This file is used by the UNIX scanner and must have the following configuration items adding:
PRE_NO_DELAY 0

2. Timetable and Upgrade Overview

2.1 MONDAY (DAYTIME) – Software cutover prePArations
(1) Final confidence checks performed on target live servers via VPN by Ultra staff in Manchester.  Ensure that all required data files and scripts as detailed in section 2.1 are located on the site servers.
2.2 MONDAY (NIGHT-TIME) – UPGRADE
(1) It is envisaged that the cutover will start at 22:30, Zurich time.  Unique will confirm the start-time.

(2) Perform the upgrade as detailed in section 4.  This will be performed remotely over the VPN connection.
2.3 TUESDAY – cutover Support

(1) Ultra staff will be available for support.

3. Detailed Upgrade Steps
3.1 BRTS Server Upgrade

The schedule for the BRTS server upgrade is as follows.  All pre-requisites in sections 2 must have been completed beforehand.
The following steps will be performed at the agreed cutover start time.

All times are in local Zurich time.

	Who
	Estimated

Timing
	Action

	Ultra
	23:15
	Change SCAN.CON as described in section 2.2.1 on both servers.

	Ultra
	23:15
	Shutdown the application on both nodes.  At this point UltraTrak will be completely unavailable.  This is required to ensure that no new data is added to either node during the upgrade process.

Shutdown the Oracle instances on both nodes:

$ sqlplus / as sysdba

SQL> shutdown immediate;

	Ultra
	23:15
	Install Core 9.17 MWS and MWS+ to both web servers.

	Unique
	23:15
	Update a scanner with the Core 9.17 release

	Ultra
	40 mins
	Backup the database on both nodes.

To do this, as the oracle user, back-up the directories /shared/tagtrak/database/control, /shared/tagtrak/database/dbfs and /shared/tagtrak/database/redo and the directory pointed to by the symbolic link /shared/tagtrak/database/redo/online/copy2.

Note that due to the size of the data make sure that the destination of the tar file is on a device with enough room and that the tar is gzipped on the fly, i.e.

tar cvf - … | gzip > /foo/db.tar.gz

	Ultra
	
	On both nodes restart Oracle:

$ sqlplus / as sysdba

SQL> startup;

	Ultra
	20 mins
	Perform the upgrade of the database to Core 9.17 on both nodes, as tagtrak.  Note that the upgrade data scripts will warn about only being run on the master.  Ignore this as we've forced the allowing of updates:

$ cd ~/upgrades
$ ./allow_db_updates y
$ cd upgrade_9.17.2_to_9.17.3
$ ./upgrade_structure.sh

$ dbvo

$ ./upgrade_data.sh

$ cd ../upgrade_9.17.3_to_9.17.4

$ ./upgrade_structure.sh

$ ./upgrade_data.sh

$ cd ../upgrade_9.17.4_to_9.17.5

$ ./upgrade_structure.sh

$ ./upgrade_data.sh

$ cd ../CA03037

$ ./upgrade_structure.sh

$ ./upgrade_data.sh

$ cd ../CA03070

$ sqlplus live/live

SQL> @./bag_not_seen.sql

SQL> INSERT INTO db_version
       (ver_name, version, ver_date)
     VALUES
    ('Core Product Database Patch',
     '9.17.5 + CA/03070',
     TO_CHAR(SYSDATE,'DD-MON-YYYY HH24:MI:SS'));
SQL> ^D
$ cd ..

$ ./allow_db_updates n

As the scripts complete, check the output for any unexpected errors.

	Ultra
	5 mins
	Install the new libraries and binaries as tagtrak on both nodes:

$ cd /shared/tagtrak
$ tar xvf ~/upgrades/Core_9.17.5_bin.tar 

$ cd bin

$ mklinks Core_9.17.5
$ cd ../lib

$ mklinks Core_9.17.5

	Ultra
	5 mins
	Change file /shared/tagtrak/BUILDID to contain the text:

Core 9.17.5 + FALCP/CA/03037 + FALCP/CA/03070

	Ultra
	5 mins
	As LIVE user, run the following command on zrhbrs1:

grant execute on get_best_arrival_time to ARCH;

grant execute on get_best_arrival_time to TEMP;

	Ultra
	5 mins
	As LIVE user, run the following command on zrhbrs2:

grant execute on get_best_arrival_time to ARCH;

grant execute on get_best_arrival_time to TEMP;

	Ultra
	5 mins
	As ARCH user, run the following command on zrhbrs1:

create synonym get_best_arrival_time for live.get_best_arrival_time;

	Ultra
	5 mins
	As TEMP user, run the following command on zrhbrs1:

create synonym get_best_arrival_time for live.get_best_arrival_time;

	Ultra
	5 mins
	As ARCH user, run the following command on zrhbrs2:

create synonym get_best_arrival_time for live.get_best_arrival_time;

	Ultra
	5 mins
	As TEMP user, run the following command on zrhbrs2:

create synonym get_best_arrival_time for live.get_best_arrival_time;

	Ultra
	5 mins
	Restart the application on zrhbrs1 and wait for it to become master.  The application will also start archiving.

	Ultra
	5 mins
	Restart the application on zrhbrs2.  It should become standby and start archiving.

	Ultra
	
	Ensure that FIDs and GSA has reconnected – examine the link status display to check on system state.

	Unique
	
	Ensure that the updated scanner can connect and log-on.  

	Unique
	
	If all is OK then arrange for the upgraded scanner software to be distributed via airbeam.

	Ultra
	
	Perform an organised changeover and check the following on the new Master node:

(1) BSMs are received 

(2) Scanners can connect

(3) FIDS and GSA links reconnect.




3.2 MWS Upgrade

The schedule for the upgrade is as follows.  All pre-requisites in sections 2 must have been completed beforehand.

	Who
	Estimated

Timing
	Action

	Ultra
	5 mins
	Using a remote desktop connection, connect to spch1036 (10.10.0.46) and when presented with a DOS-style menu, select Unicenter RCO.

Navigate the menu as follows: 

Viewer ( Global Address Book ( Domain Member ( ch.unique.local ( BRTS Web Server ( service.local ( spch1249
Log on to spch1249:

Username: A050949
Password: Ultra_2806

	Ultra
	10 mins
	Log on to the Unique public FTP server by entering the following command at a command prompt:

ftp publicftp.unique.ch

username: dmz\CF400028

password: OZ1SvwUF
Set the transfer type to binary using the bin command.

Download the 2 archives using the following commands (the archives should have been placed in the root directory by Ultra):

get Core9.17.5_ASP.zip

get REL_1_5_1_PLUS.zip

	Upgrading the ASP MWS

	Ultra
	10 mins
	Navigate to the IIS folder on the server (usually D:\ on the live webservers).

Unzip the archive Core9.17.5_ASP.zip into a new folder named Core9.17.5_zrhbrs1.

Open the file Core9.17.5_zrhbrs1\Include\DatabaseInstance.vbs and set the following values to the variables shown:

odbcDSN=”zrhbrs1”

oledbSource=”zrhbrs1”

backupServer=http://spch1249.service.local/UltraTrak2/
retryAttempts = “3”

retryDelay = “10000”

	Ultra
	10 mins
	Navigate to the IIS configuration panel (Start ( Control Panel ( Administrative Tools ( Internet Information Services)

Open the properties panel for the virtual folder named UltraTrak. In the Virtual Directory tab, enter the full path of the unzipped folder from the previous step and accept. This will re-point the IIS folder to the upgraded MWS. This will allow Unique users to continue using the same URLs.

	Ultra
	10 mins
	Navigate to the IIS folder on the server (usually c:\Inetput\wwwroot.

Unzip the archive Core9.17.5_ASP.zip into a new folder named Core9.17.5_zrhbrs2.

Open the file Core9.17.5_zrhbrs2\Include\DatabaseInstance.vbs and set the following values to the variables shown:

odbcDSN=”zrhbrs2”

oledbSource=”zrhbrs2”

backupServer=http://spch1249.service.local/UltraTrak1/
retryAttempts = “3”

retryDelay = “10000”

	Ultra
	10 mins
	Navigate to the IIS configuration panel (Start ( Control Panel ( Administrative Tools ( Internet Information Services)

Open the properties panel for the virtual folder named UltraTrak2. In the Virtual Directory tab, enter the full path of the unzipped folder from the previous step and accept. This will re-point the IIS folder to the upgraded MWS. This will allow Unique users to continue using the same URLs.

	Ultra
	5 mins
	Restart IIS services.

Perform a quick confidence test that the MWS can be started.

Log off spch1249.

	Ultra
	50 mins
	Repeat all of the above steps MWS Upgrade for spch1250 instead of spch1249.

	Upgrading the MWS+

	Ultra
	10 mins
	Log on to spch1249 as detailed above.

Open a command prompt and stop the JBoss service using the following command:

net stop jboss

Navigate to the JBoss folder using the following command:

cd %JBOSS_HOME%

Backup the current deployment using the following command:

xcopy server\default server\default.TODAYS_DATE /I/E

	Ultra
	10 mins
	Create a folder named MWS_PLUS_upgrade on the desktop that can later be deleted and unzip the files from the archive REL_1_5_1_PLUS.zip into this folder. Copy the following files from the folder to the locations shown:

UltraTrak.ear, config\ultratrak-ds.xml and config\security-service.xml to %JBOSS_HOME%\server\default\deploy

lib\UltraUnitTestHelpers.jar and lib\UltraWeb-Login.jar to %JBOSS_HOME%\server\default\lib

copy the archive UltraTrak-Data.jar to %JBOSS_HOME%\server\default\lib

config\login-config.xml to %JBOSS_HOME%\server\default\conf

	Ultra
	5 mins
	Open the file %JBOSS_HOME%\server\default\deploy\ultratrak-ds.xml and configure the first datasource to point at trak on zrhbrs1 and the second to point at trak on zrhbrs2.

	Ultra
	10 mins
	Navigate to the IIS directory on the server. Copy the current UltraTrak-MWS-Reports folder and prefix it with the date to back it up. Unzip the archive MWS_PLUS_upgrade\UltraTrak-MWS-Reports into the UltraTrak-MWS-Reports folder replacing any existing files.

Open the file UltraTrak-MWS-Reports\DatabaseInstance.vbs and set the following values to the variables indicated:

odbcDSN1=”zrhbrs1”

oledbSource1=”zrhbrs1”

odbcDSN2=”zrhbrs2”

oledbSource2=”zrhbrs2”

	Ultra
	15 mins
	Restart IIS services.

Start the JBoss service again by entering the following command at a command prompt:

net start jboss

Run a quick confidence test to ensure the application and the reporting modules both run.

	Ultra
	50 mins
	Repeat all of the above steps under Upgrading the MWS+ on spch1250 instead of spch1249.


4. Scanner Changes

Unique must ensure that the following changes are made to the scanner.

Note that these changes do not have to be performed on the actual night of the cutover – the changes will not impact the operation of the current scanner:
(1) The following configuration item needs to be added to SCAN.CON:


PRE_NO_DELAY 0

5. Rollback On Failure of Software Upgrade
(1) Shutdown both nodes and shutdown Oracle.
(2) Restore the symbolic links to the original binaries and libraries on both nodes.

(3) Restore the database by un-tarring the archive saved during the upgrade.

(4) Restart Oracle.

(5) Restart the servers.

(6) Re-run any BSM messages received during the trial upgrade period.
(7) Resend FIDs data.
i. Log onto zrhapp2

ii. Execute the script:
$APPN_HOME/sys_tools/ask_for_brs_schedule D0
(8) Copy the backed-up version of the MWS+ to the %JBOSS_HOME%\default and restart the JBoss service. Do this on both webservers.
(9) Re-point the MWS+ reporting module IIS virtual directory to the backed-up folder. Perform this on both servers.

(10) Re-point the ASP IIS virtual directories to the backed-up folders in the IIS directory. Perform this on both webservers.
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