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Introduction
This document describes the activities required to cutover King Shaka International Airport to the live baggage reconciliation servers in ORTIA. It also details the steps that are required to transition the existing baggage handler’s equipment and the service delivery operation based at Durban International airport into King Shaka airport In readiness for the live operation.
1. Pre-Requisites

1.1 Software Version

The production servers must be at version 9.17.14 of UtraTrak.
2. Timetable and Upgrade Overview

2.1 FROM W/C 19th –  cutover prePArations
(1) Interfaces will be moved from the test server to the production server and the load usage and performance of the servers will be monitored to ensure there is no degradation of the overall system. The HBS interface will be monitored to ensure heartbeats are reflected in a timely manner.

(2) A controlled test of AODB interface will be made to ensure there are no firewall or router issues. This will be reversed out until the day of the cutover to ensure that test flights do not compromise the Durban live operation
(3) Any configuration that can be applied ahead of time will be completed.

(4) Telkom will be on site to test the dedicated lines and if successful, switch one of the routers to dedicated. The 2nd router will remain on microwave to provide temporary diversity of routes.

2.2 THURSday 29 APRIL
(1) Barbara Kirkman arrives in Durban

(2) Overnight test of HBS load strategy

2.3 FRIDAY 30th APRIL – cutover Support

(1) John Mapstone/ Sean Geldenhuys arrive in Durban 
(2) Ultra staff will be available for remote support from UK (IC/MO)
(3) On site support BK/JM (22:00 to 07:00)

(4) Final configurations as per detailed timetable (see section 4)

2.4 SAT 01 MAY – cutover Support

(1) Ultra staff will be available for remote support from UK (IC).

(2) Bytes to support normal shift pattern.

2.5 SUN 02 MAY – cutover Support

(1) Ultra staff will be available for remote support from UK (IC).

(2) Bytes to support normal shift pattern.

2.6 Mon 03 MAY 28 – cutover Support

(1) Barbara Kirkman, John Mapstone, Sean Geldenhuys leave sit.e.

(2) Bytes to support normal shift pattern.

3. Detailed Upgrade Steps
3.1 Preparation ahead of cutover date
The following steps will be performed ahead of the cutover date.

	Who
	Estimated

Timing
	Action
	Status

	Ultra
	w/c 19/04 
	Configure KSIA BPM interface onto production servers (without .X security clearance requirment).

Enable duplication of BPMs from production servers

Configure test servers to pick up BPMs from duplicate port

Add in KSIA SAC locations 


	Complete

	Glidepath
	w/c 19/04
	BHS – BRS interface to connect to production servers IP 10.66.223.7 port  


	Complete

	Ultra/SITA
	w/c 19/04 
	Configure KSIA AODB interface onto subsystem 60 and arrange for a controlled period of testing (10 mins) with SITA.

Disable configuration of KSIA AODB interface and revert to connection from test server
	complete

	Ultra
	w/c 19/04 
	Prepare RFCs for ACS to approve production server configuration changes in readiness for cutover.

· request to switch on KSIA FIDS interface (26/04)

· request to switch on .X security loading strategy initially to “store”  (26/04)

· request to switch on .X security loading strategy initially to “full”  (01/05)

· request to create early bag store locations (26/04)

· request to set BPM_SECURITY_TIME_ORDER = “1” (Site_config) which will allow for BPMs to be processed out of time sequence (26/04)


	Complete

	Ultra
	w/c 19/04 
	Update the HBS fallback procedure with contact details and re-send to service delivery team
	Complete

	Ultra SA
	w/c 26/04 
	Contact ACSA IT to enable external telephone line. Publish internal and external direct dial to Bytes office (KSIA)
	In progress

SG

	Bytes (KSIA)
	w/c 26/04 
	Label the laterals and early bag store with laminated bar codes.


	In progress

RG

	Bytes (KSIA)
	w/c 26/04 
	Bring spares equipment from DIA to KSIA and store in dog kennel. This includes consumables such as paper, ink, bagtag labels.


	In Progress RG

	Bytes (KSIA)
	w/c 26/04 
	Check that a scanner brought from DIA connects to production servers with no changes (DHCP will issue correct IP addresses).
	RG

	Ultra SA
	w/c 26/04 
	Obtain permanent ACSA passes for following persons:

· Raj Govender 
· Akshaar Durgapersadh 

· Thabani Zulu 

· Jude Raghunandan 
Initially, visitors passes to b obtained for:

· Sean Geldenhuys 
· John Mapstone 

· Barbara Kirkman 


	RG/SG

	Bytes (KSIA)
	w/c 26/04 
	Confirm handlers workstations connect to production server as the default.


	RG

	Bytes
	23/04/10
	Telkom to switch router in North core room to 512K dedicated line.
	JM

	Ultra
	26/04/10
	· configure  .X security loading strategy  to “store”  

· create early bag store locations (23/04)

· set BPM_SECURITY_TIME_ORDER = “1” 
	DZ

	Ultra
	 26/04/10
	Confirm that no further test bags will be created on  flights with real flight numbers (currently 1T flights on test server).

Request SITA to remove the filters from Bagmessage feed to ensure BSMS from KSIA are received onto the production BagMessage feed.,
	Complete

	Ultra
	26/04/10
	Reconfigure KSIA AODB interface and restart subsystem so that the production servers make the connection to AODB.

Checks Fids logs to ensure connection is made

tail  -f FidsClient_KSIA.log
liaise with SITA to request test FIDS messages

tail  -f FidsMessage_KSIA.log

	DZ

	Ultra
	26/04/10
	Check that both AODB interfaces are connected to production servers.

netstat -an | egrep 4011
10.66.223.3.35152    10.150.44.26.4011    16384      0 49640      0 ESTABLISHED

10.66.223.3.42901    196.35.117.230.4011  64240      0 49640      0 ESTABLISHED
	DZ

	Ultra
	28/04/10
	Decouple test server from DR server.

Assign floating IP 10.66.22.12 to DR server.

Upgrade test server to 9.17.15
	DZ

	Ultra
	29/04/10

22:00
	Overnight test of HBS operations using .X security clearance loading strategy.
	BK/??


3.2 TIMETABLE FOR CUTOVER DAY(s)

	Bytes KSIA
	30th April

18:00
	Remove current KSIA scanners that have been issued to handlers and store separately (these must be recorded separately in asset register).

This will ensure that scanners do not connect to the test server inadvertently.
	RG

	Ultra
	18:00
	Disable the replicated  KSIA BPMs on the test server.

Disable the Bagmessage feed on the test server.

This will highlight at a very early stage if a scanner is still connected to test server because the bag will not load.


	BK

	Bytes
	20:00
	After the last flight, ensure all the scanners are collected and brought to KSIA
	JM/SG

	Bytes
	22:00
	Test that each scanner connects automatically to production server  and redistribute to baggage handlers for charging.
	RG

	Ultra
	22:00
	Check that Glidepath Sac is connected to production servers.

netstat -an | egrep 12347
10.66.223.7.12347   10.151.53.11.50549   65536      0 49640      0 ESTABLISHED

	BK

	Ultra
	23:00
	Configure HBS loading strategy 

As soon as BSMs are received attempt to load a bag via scanner and MWS, which should display message “No HBS data” and bag will  not load.
	BK

	Ultra
	1st May 2010-04

04:00
	As the first passengers are checking in, ensure BSMs are being received for the early flights from MWS flight status screen


	All

	Ultra
	04:05
	Check that Glidepath Sac is still connected to production servers.

netstat -an | egrep 12347
10.66.223.7.12347   10.151.53.11.50549   65536      0 49640      0 ESTABLISHED
Check BPMs are being received

tail –f bpmproc-1.msg
	BK

	Ultra
	05:00
	Monitor the loading process in the baggage hall.
	All


3.3 AFTER CUTOVER

	Bytes
	02/05/10
	Bring remaining workstations and HP printers from DIA to storage room in KSIA
	Bytes

	Ultra
	04/05/10
	Upgrade test server to 9.17.15
	

	Ultra/Bytes
	04/05/10 to 07/05/10
	Test 9,17,15
	

	Ultra
	11/05/10
	Upgrade production servers to 9.17,15 
	


4. CONTINGENCY MEASURES FOR OPERATION.
(1) If HBS – BRS Interface fails

Switch HBS_SCREENING to “store”. This will ensure that BRS can still load and reconcile bags.

(2) If AODB-BRS interface fails

No significant impact on the operation. BRS will create flights from the BSMs

(3) If BRS WAN fails
Reconciliation will be via bingo sheets

(4) If SITA BagMessage fails

Reconciliation will be via bingo sheets
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